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ABSTRACT

Hybrid interfaces are attracting increasing interest for photovoltaic applications due to their low cost of production compared to traditional silicon-based systems and easy processability. This is the case of polymer/metal oxide systems. In particular, hybrid P3HT/ZnO can be considered as a possible alternative to organic solar cells because, by replacing the organic electron acceptor with the inorganic metal oxide it is, in principle, possible to improve the stability as well as the durability of the system.

In this thesis, by means of a combination of large scale molecular dynamics simulations and ab initio methods, we study at the atomic scale the interface between the polymer P3HT and the ZnO crystalline surface.

We investigate the structure and morphology of the polymer at the interface at low and room temperature, we characterize in detail the polymer disorder close to the ZnO surface and we discuss the implications of this disorder on transport properties. Furthermore, we investigate the possible presence of residual molecules of solvent at the interface after the synthesis process, that can affect the properties of the interface.

A novel strategy to improve the polymer/metal oxide interface is proposed and investigated. Specifically, we study the deposition and assembling of zinc phthalocyanine molecules on ZnO and we investigate the modification of the P3HT/ZnO interface, induced by the use of a ZnPc optically active molecular interlayer. The structure and morphology of the ZnO/ZnPc/P3HT system, studied by molecular dynamics simulations, are used as starting point for DFT calculations. We discuss the electronic and optical properties of this ternary system reporting indications of an improvement in hybrid photovoltaic devices due to the hindering of the charge recombination and a better exploitation of the solar spectrum.

This kind of architecture, theoretically designed by a multiscale predictive modeling in the present thesis, is an
example of a novel class of systems whose performances are currently under experimental investigation.

SOMMARIO

Attualmente le interfacce ibride richiamano un notevole interesse per applicazioni fotovoltaiche grazie al loro minore costo di produzione rispetto alla tradizionale tecnologia a base-silicio e alla loro facilità di produzione. Questo è il caso dei sistemi polimero/metalossido. In particolare, l’interfaccia ibrida P3HT/ZnO può a tutti gli effetti essere considerata come una possibile alternativa alle celle solari organiche, poiché permette di utilizzare il componente inorganico al posto dell’accetttore di elettroni organico, migliorando la stabilità e la durata del sistema.

In questo lavoro studiamo alla scala atomica l’interfaccia tra il polimero P3HT e la superficie cristallina di ZnO, utilizzando una combinazione di simulazioni di dinamica molecolare e metodi da principi primi.

Studieremo la morfologia e la struttura del polimero all’interfaccia a bassa temperatura e a temperatura ambiente, e caratterizzeremo in dettaglio il disordine del polimero vicino alla superficie. Le implicazioni di tale disordine sulle proprietà di trasporto del polimero verranno discusse, così come la possibile presenza all’interfaccia, dopo la sintesi, di molecole residue di solvente, che possono avere un ruolo nelle proprietà dell’interfaccia.

Una nuova strategia atta a migliorare le prestazioni dell’interfaccia polimero/metalossido verrà proposta e investigata. Nello specifico, studieremo la deposizione e l’aggregazione di zinco ftalocianine sullo ZnO e investigheremo le modificazioni all’interfaccia con il P3HT indotte dall’uso di un tale layer molecolare otticamente attivo. Le informazioni sulla struttura e morfologia del sistema ZnO/ZnPc/P3HT, ottenute tramite la dinamica molecolare, verranno utilizzate come punto di partenza per calcoli DFT. In particolare, discuteremo le proprietà elettroniche e ottiche di questo sistema ternario, e vedremo come la presenza di tale interlayer può risultare utile nel migliorare le interfacce ibride fotovoltaiche poiché può ostacolare la ricombinazione tra le cariche ed è in grado di sfruttare meglio lo spettro solare.
Questo tipo di architettura, progettata tramite una modellizzazione teorica, è un esempio di una nuova classe di sistemi, le cui prestazioni sono al momento studiate sperimentalmente.
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1.1 HYBRID INTERFACES FOR PHOTOVOLTAICS

Photovoltaics represents a promising and challenging field of inquiry in the area of renewable and sustainable energies and the search of new and more efficient photovoltaics materials is a constant stimulus for materials science.

The photovoltaic market is currently dominated by the silicon based materials, that provide high power conversion efficiencies (PCE) (up to 25% [7]) due to the excellent charge transport properties and stability of high pure silicon [8]. The drawback of this trend consists in the high costs and in the environmental impact needed to produce high quality material.

An alternative to the conventional silicon systems are the organic solar cells [9, 10]. Organic materials have been taken into account as possible candidates in replacement of silicon due to the discovery of organic molecules and polymers having both conducting and semiconductor properties [8]. Polymer conductivity is due to conjugation, that is the alternation of single and double bonds between the carbon atoms [11]. Every bond contains a localised \( \sigma \) bond which forms a strong chemical bond and every double bond contains a less strongly localised and weaker \( \pi \) bond. In these conditions two delocalized energy bands are formed, the bonding \( \pi \) and the antibonding \( \pi^* \) orbitals, also called the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), respectively. HOMO and LUMO are separated by a bandgap (typically
1-3 eV) and the transition between these two levels can be excited by light in the visible spectrum [12]. These properties make conjugated organics very interesting for photovoltaic applications.

Furthermore organic semiconductors, having very high absorption coefficients and quite good charge carrier mobility (0.1 cm² V⁻¹ s⁻¹ for the P3HT polymer [13]) allow the use of very thin films but still absorbing a sufficient portion of the solar spectrum [8]. The reduction in material used, the low cost manufacturing techniques and the possibility to produce devices using solution phase methods, such as ink jet printing or various roll to roll techniques [14, 15], make organic materials very attractive to the photovoltaic market [8]. Moreover their properties and designs can be finely tuned and optimized based on materials versatility, solution-based processing, and mechanical flexibility [16].

Bilayer solar cells are composed by two layers of materials; the one with higher electron affinity and ionization potential has the role of electron acceptor, while the other material is the electron donor and acts also as light absorber (see Figure 1.1). An important example of electron acceptor material is the buckminsterfullerene (C₆₀) [17], while the semiconductor polymer most used as donor is the poly(3-hexylthiophene) (P3HT). The device is completed by two electrodes, a semi-transparent anode (e.g. the indium-tin-oxide, ITO) and a metallic cathod having a low work function value (e.g. aluminum, lithium) [18]. Special contact layers have been developed to obtain better performance, in particular the PEDOT:PSS polymer [19] has shown good results used as anode due to its high transparency in the visible range, high mechanical flexibility, and excellent thermal stability [20].

Unlike the silicon case, where the light absorption results in the formation of free electrons and holes, in organic systems electrons are promoted from the HOMO to the LUMO, resulting in the formation of excitons composed by a hole and an electron strongly bound together (usually with a binding energy between 0.5 and 1 eV [12]); a large potential gradient is then necessary to drive the charge carriers away from the dissociating interface [21], resulting in a lower efficiency of the system. For an ef-
1.1 HYBRID INTERFACES FOR PHOTOVOLTAICS

Sufficient electron-hole separation, the junction between the two materials must be of the type-II (staggered), for which the HOMO and LUMO positions decrease in energy when moving from the donor to the acceptor (see Figure 1.1). Excitons can recombine efficiently unless they diffuse and separate at the interface within their lifetime. In order to achieve high performance bilayers, transport must be efficient in comparison to recombination mechanisms, such as luminescence or non-radiative recombination. For the majority of molecules, the exciton lifetime is in the order of nanoseconds while the distance that an exciton can cross is limited to about 10 nm [10]. This means that only the excitons formed within this distance from the interface can contribute to charge separation.

![Figure 1.1: Working principle of an organic bilayer solar cell.](image)

HOMO: Highest Occupied Molecular Orbital (valence band)
LUMO: Lowest Unoccupied Molecular Orbital (conduction band)

The simple bilayer can be replaced by a more complex bulk heterojunction architecture. In this kind of solar cell the donor and acceptor components interpenetrate one another, giving an interface not planar but spatially distributed [12]. This feature makes possible to partially overcome the limitation due to the diffusion length of excitons since the large surface-to-volume ratio makes possible to collect at the interface a larger fraction of excitons. Unfortunately, the disadvantages are represented by the difficult separation of the charges due to the increased dis-
order in such a complicated morphology and by the possibility for the trapped charge carriers to recombine with the mobile ones before proceeding to the contacts [12].

The generation and collection of carriers contribute to the short-circuit current ($I_{SC}$), that is the maximum current from a solar cell, occurring at zero voltage. This parameter, together with the open-circuit voltage ($V_{OC}$) and the fill factor, determines the energy conversion efficiency of a solar cell [10]. $I_{SC}$ depends on the area of the solar cell, the number of photons, the spectrum of the incident light and the optical properties of the solar cell. The open-circuit voltage is the maximum voltage available from a solar cell, and this occurs at zero current. For ohmic contacts $V_{OC}$ is governed by the energy levels of HOMO and LUMO of donor and acceptor [10], therefore, it can be raised by carefully positioning these levels [10]. Obviously, when the device works at either open circuit or short circuit conditions the power $P = VI$ is zero.

Another important quantity is the fill factor (FF), defined as the ratio between the maximum output power ($P_{max}$) and $V_{OC}I_{SC}$ (see Figure 1.2). Since the efficiency is given by the ratio between the power output $P_{out}$ and the solar power input $P_{in}$, it can be expressed in terms of FF by the relation $\eta = \frac{V_{OC}I_{SC}FF}{P_{in}}$.

![Figure 1.2: Characteristic voltage-current of a solar cell.](image-url)

An important problem limiting the efficiency of the organic solar cell is related to the collection of the photons over the whole solar spectrum. To obtain good efficiencies the absorption spectrum of the photoactive material must match the solar emission spectrum and it must be suffi-
ciently thick to absorb all the incident light [21]. By lowering the band gap of the organic material it is possible to harvest a greater part of the sunlight increasing, in principle, the photocurrent. To this aim, in these last years the scientific community began to investigate organic solar cells composed by a new type of low band gap organic polymers, such as the poly-thienothiophene-benzodithiophene (PTB) that have the same sequence of alternating thieno[3,4-b] thiophene (TT) and benzodithiophene (BDT) monomer units attached with different side groups [22]. In particular PTB7 in combination with the PC71BM fullerene had produced efficiencies as high as 8% [23].

The record efficiency for the organic solar cells (12%) is currently held by a type of multi-junction solar cell (tandem cell), that provide an effective way to harvest a broader spectrum of solar radiation by combining several p-n junctions tuned to a different wavelength of light [24]. In Figure 1.3 are reported the conversion efficiency for the different kind of solar cells, and it can be observed the considerable improvement obtained by the organic photovoltaic (OPV) in the last ten years.

![有机光伏效率图](image)

**Figure 1.3.** Organic photovoltaic efficiencies from 1986 to 2013 (figure from [1]).

As for the lifetime of the organic solar cells, the principal problem is related to the degradation of active layer and electrode materials due to water and oxygen. Even with the most accurate protection there are several degradation
processes that need to be eliminated to ensure stability [21, 25].

A possible and widely studied alternative to the organic solar cells are the hybrid organic-inorganic systems, composed by an organic conductive polymer and a cheap and environmental friendly inorganic semiconductor, such as a metal oxide. These systems are of great interest since they combine the peculiar properties of the two kinds of materials involved at a relatively low cost of production. In particular, they allow to join the tailorable properties and the flexibility of the organic polymers with the thermal and mechanical stability and the good transport properties of the inorganic materials [26].

In hybrid solar cells the role of the acceptor is played by the inorganic material, such as TiO$_2$ or ZnO, while the conductive polymer (typically the P3HT) has the role of electron donor. Such systems are promising for their technological impact though, until now, the highest achieved efficiency for a ZnO/P3HT binary system is as low as 2% [27]. This result is not comparable with that obtained by fully organic devices and a clear motivation for this poor behavior is still missing.

However, not all hybrid technologies have poor efficiencies. The most competitive hybrid systems are represented by the liquid-solid dye sensitized solar cell (DSSC), where an organic dye is used for absorption of light and injection of the photoexcited electron into a TiO$_2$ mesoporous substrate. In 1991, Grätzel proposed a DSSC with 7% efficiency using a Ru-complex dye, a nanocrystalline TiO$_2$ mesoporous film [28] and liquid redox electrolyte (usually the I$_3^-$ /I$^-$ system) acting as hole transporting layer [29].

In the solid state dye-sensitized solar cell (SDSSC) [30, 31], the holes are transferred to a solid organic hole transporting material (HTM) infiltrated within the substrate[32]. High efficiency for the SDDSC systems has been obtained using as HTM the spiro-OMETAD[30], a small optically inactive molecule forming a solid amorphous network. Also in this case the principal limit in the improvement of the solid state DSSC efficiencies is the high rate of recombination between photogenerated electrons and the holes [32]. By replacing the HTM with a polarisable liquid electrolyte, the screening of the holes makes possible to reach efficien-
cies as high as 12%[33], though reducing the long-term stability of the cell[34, 31]. Novel strategies are to use inorganic interlayers (e.g. ZrO$_2$ [35]) to separate the HTM and the metal oxide. The recombination can be reduced but in this case the charge injection to the semiconductor is affected too.

Hybrid polymer/metal oxide systems can be seen as a particular case of SDSSC, where the polymer combines the functions of light-absorption and charge transport in the same material so replacing both the dye and the hole transporting material [21]. Although, in principle, there are no reasons for which the solid state technology should have poorer efficiencies than in DSSCs, however polymer/metal oxide efficiencies are still well below DSSC.

The above scenario and the technological potential of polymer/metal oxide systems require the optimization of the polymer, a better fundamental understanding and accurate theoretical investigations.

1.2 Physical Factors Relevant for Photoconversion at Hybrid Interfaces

Hybrid interfaces belong to the class of excitonic solar cells where the photoconversion is controlled by three main processes:

1. Absorption of light and exciton generation,

2. charge separation by exciton dissociation at the interface,

3. charge transport and collection.

All the above physical mechanisms are rooted on the atomic scale of the active layer of the solar cells and their efficient operation require to control the molecular features of the system (such as the position of HOMO and LUMO, the band alignment and so on).

The technological overview of the previous section suggests that there are many open problems in hybrid systems that require a better theoretical investigation. These are overview below.
The importance of the polymer morphology and organization at the hybrid interfaces has been discussed in several recent studies. For example, the low efficiency of the ZnO/polymer hybrids has been attributed to the formation of an amorphous area of polymer within the first nanometers from the ZnO surface [36, 37]. The polymer disorder is expected to be detrimental for the efficiency of the system. Firstly, it is known that in the amorphous polymer the lifetime of the carriers is shorter [36] than in the crystalline phase. Secondly, the electronic orbital levels of P3HT and, in turn, the charge transfer efficiency depend on the polymer crystallinity [38, 36]. Finally, better light absorption [39, 40] and transport properties are found in crystalline polymer phase.

A second fundamental issue of the hybrid interface is related to the electronic energy level alignment at the interface, that controls electronic properties such as charge injection, separation and so on. Specifically they depend on the position of components HOMO and LUMO, which also define their band gap [10]. In particular the LUMO level of the acceptor must be located below the LUMO level of the donor and the same for the HOMOs, in the type-II (staggered) configuration described above. However, the LUMO level of the acceptor should not be too low because, for example, the open circuit voltage of a photovoltaic cell is proportional to the energy difference between the LUMO level of the acceptor and the HOMO level of the donor [41]. The tuning of these levels is a key issue and the determination of the HOMO and LUMO position is very important. Typically, a compromise between $V_{OC}$ and charge injection must be reached, since $\eta \sim V_{OC}I_{SC}$.

The possibility of a large interface area and an effective contact, critically depends on the adhesion between the organic and inorganic components at the interface. Adhesion is the result of several interatomic force actions including covalent, electrostatic, and dispersive ones, the relevance of each contribution depending both on the chemistry and on the atomic-scale structural properties [42]. In the case of hybrid polymer/metal oxide systems, strong electrostatic interactions occur between the ions of the surface and the partially charged atoms in the polymers due to the ionicity of the metal oxide. However, in general, the polymer does
not form covalent bonds with the inorganic material. In addition, when the surface is nanostructured, the adhesion of the polymer is affected furthermore by the local morphology and a dependence on the surface curvature is possible [42].

As for the optical absorption of the hybrid systems, it is totally due to the optically active polymer, being the metal oxide wide band gap materials (3.4 eV in the case of ZnO [43]) optically transparent.

There is a strong dependence of the polymer absorption on the substrate where the polymer is deposited. For example, Lloyd et al. [36] found a different behavior for the P3HT on glass, on ZnO or on hexadecanethiol (C$_{16}$SH) modified ZnO. When deposited on glass, P3HT displays two intrachain $\pi\pi^*$ absorption peaks and a low energy shoulder associated with interchain interactions that are typical of highly crystalline polymers. Conversely, P3HT deposited on ZnO loses its crystalline organization showing a blue shift in the peak of the UV-Vis absorption spectrum and no long wavelength absorption shoulder. The blue shift of P3HT can be reduced and the low-energy shoulder can be recovered by the introduction of a C$_{16}$SH layer at the interface between the polymer and the ZnO [36].

In the direction of better controlling the polymer at the interface, the use of interlayers between the polymer and the metal oxide has been recently investigated [44, 45, 46, 47]. The motivations for using interlayers are the increase of the polymer/substrate compatibility, the better charge transport, the reduced charge recombination, the tunability of the work function of the substrate obtained by the introduction of molecular dipoles and the enlargement of the light absorbed spectrum.

For example, surface modifications of TiO$_2$ nanorods by pyridine derivatives before mixing with the polymer, can be used to improve the device performance by enhancing charge separation, improving compatibility, and strongly suppressing back recombination [44].

It has been observed that the external quantum efficiency of a P3HT/ZnO solar cell can be tripled by inserting a monolayer of PCBA between the two components [45]. In fact, the presence of PCBA induces an interfacial dipole
and shifts up the LUMO level of P3HT relative to the con-
duction band edge of ZnO [45].

Molecular dipoles have been found to modify also the
titania surface in TiO$_2$/P3HT interfaces [46]. In fact, a series
of para-substituted benzoic acids with varying dipoles and
a series of multiply substituted benzene carboxylic acids
can be used to cause a band edge shift in titania, resulting
in a change in the open-circuit voltage [46].

Recently also small molecules, such as catechol or isoni-
cotinic acid, have attracted attention as interface modifiers
in hybrid systems [48, 49, 50]. In particular, catechol is
used as an anchoring group for organic and organometal-
llic dyes due its efficient adsorption onto TiO$_2$ via formation
of a strong adsorbate-substrate complex [48, 49, 50] and for
the type II hybrid junction that forms in combination with
TiO$_2$ [48, 51, 52].

Again, an ordered molecular layer composed by the 4-
mercaptopyridine (4-MP) molecules between a TiO$_2$ sur-
facing and a polymer, has produced an overall efficiency of
the device which overcomes the 1% limit [47]. The presence
of the oriented molecular layer, triggered by selective inter-
actions with the TiO$_2$ surface, drives local ordering smooth-
ing the otherwise abrupt interface. This result shows the
importance of molecular interactions and local morphol-
yogy in hybrid interfaces and their implications on charge
separation and recombination [47].

High-efficient solid-state hybrid polymer/metal oxide so-
lar cells have been obtained by depositing Sb$_2$S$_3$ as sensi-
tizer and P3HT as hole conductor and light absorber on
a titania surface [53]. This cells exhibit good conversion
efficiency and it is highly stable in air, even without encaps-
sulation [53].

The most important modification of the hybrid polymer/metal
oxide interface is obtained by inserting optically active in-
terlayers that can contribute to light absorption and in-
jection. This is possible by using dyes and sensitizers to
load the metal oxide surface. Most of the information in
this approach comes from the research on DSSCs. Among
the most widely used sensitizers there are the porphyrins,
partly because the their structure synthetically analogue of
chlorophyll [54]. Porphyrins have extensively conjugated
$\pi$ systems, are favourable to fast electron transfer to an ac-
ceceptor and absorb light well in the blue and moderately in the green regions of the visible spectrum with high molar absorption coefficients [54]. In particular, one of the most notable efficiency improvements in hybrid devices (3%) has been obtained by using porphyrins as dyes in a P3HT/TiO₂ system [55].

A cheap and environmentally friendly alternative are phthalocyanines (Pcs) [4, 54]. They are characterized by an intensive absorption in the far-red IR region, by an excellent chemical, light, and thermal stability, a long exciton diffusion length (8-68 nm for CuPc) and a high hole conductivity ($2 \times 10^{-5}$ to $5 \times 10^{-4}$ cm² V⁻¹ s⁻¹) [54]. Furthermore, phthalocyanines offer flexibility in their optical and electronic properties through synthetic modifications, including the addition of functional groups to the molecule perimeter [54]. The structure of these molecules is characterized by one or more macrocyclic ligands carrying clouds of delocalized electrons and by a central metal or group [4]. Since Pc aggregates have electrochemical, spectroscopic, photophysical, and conductive properties different from those of the corresponding monomers [4], the ability to understand and drive their assembling is crucial in order to obtain interlayers that really improve the hybrid interfaces.

Finally, another problem to deal with in the hybrid systems production is the influence of the solvent used for spin coating. It was found that the change of solvent (from chloroform to xylene) yields one to two orders of magnitude improvement in a photovoltaic TiO₂/P3HT cell efficiency [56]. Furthermore, fabrication conditions, as well as the inorganic nanoparticles concentration, can significantly affect the morphology of the interface and the device performance [56]. The presence of residual solvent at the interface can affect the polymer deposition, acting as an interface modifiers just as in the cases discusses above [6].

1.3 THEORETICAL MODELING OF HYBRID INTERFACES

The previous discussion clearly shows the need of a thorough theoretical study of hybrid interfaces in order to clarify their properties and the effects of interlayers in improving their photoconversion performances.
To this aim, in this work we adopt a combination of atomic scale methods including Model Potential Molecular Dynamics (MPMD) and Density Functional Theory (DFT) calculations.

MPMD \cite{57, 58, 59} is a computational technique that consists in calculating the classical trajectories of a set of interacting atoms representing the material of interest by solving the Newton’s Equation of motions ($F = ma$). Forces are derived from a suitable model potential of the atomic positions that is calibrated in such a way to reproduce a set of physical properties of the material (see Appendix A).

The relatively low computational workload associated to MPMD, allows to obtain predictive informations regarding thermodinamics and microcrystalline evolution over the 10 ns timescale of systems as large as 10 nm.

Furthermore, the molecular dynamics approach makes possible to easily take into account long range dispersive interactions, by using simple Lennard-Jones type potential.

The accurate description of interatomic forces in hybrids is however challenging. A general model potential for the hybrid system is not available, but there are reliable potentials for the organic and inorganic phases separately. Organic polymers can be described by means of the “tried and true” Amber force field \cite{60}, while in the case of metal oxide the modeling is slightly more complicated. In particular, the ZnO description must take into account its partially ionic and partially covalent nature \cite{61}. A simple and succesfull solution is the use of pair interactions consisting of a short-range part (usually a Buckingham interaction \cite{62}) and long-range Coulombic terms employing fixed charges. This method, however, does not take into account the charge redistribution around a defect or at the surface \cite{61}. In the more advanced shell-model description \cite{61, 63, 64}, the electronic polarizability is included adding an additional charged site to each ion connected via a spring \cite{65}. The shell models however do not properly describe the covalent character of ZnO \cite{61}, problem that can be aided by using higher-order terms in the many-body expansion \cite{66}, or by neglecting also the ionic character and using a bond-order potential \cite{67}, but these solutions have also several drawbacks \cite{61}, including larger computational costs. Finally, the reactive force field (ReaxFF)
is also a bond-order interaction model consisting of the two-body, three-body and four-body short-range interaction terms. It allows the redistribution of charges, can simulate the breaking and reforming of bonds and can reproduce the structures and mechanical properties of condensed phases \cite{61, 68, 69} but requires an high computational cost and a very large number of fitting parameters.

In the present work, we focus on a planar ideally perfect metal oxide surface (ZnO), so that the role of defects and its evolution is not critical. Furthermore, at room temperature most of the microstructure evolution is expected in the softer organic part of the system. For these reasons we adopt the simple combination of Buckingham plus long range Coulombic interatomic potentials, that represents a compromise between computational cost and accuracy, the reliability of this description being confirmed by several works \cite{70, 71}.

As for the electronic properties of PV interfaces, the DFT approach provides very good choice but its heavier computational cost limits the analysis to small portions of the MPMD generated system. The DFT method require some care in the choice of exchange-correlation functional used. In particular, both the LDA \cite{72} and the GGA \cite{73} functionals suffer from the problem of the underestimation of the band gap for the semiconductors (including the ZnO) \cite{74}. This problem can be partially overcome by using the LDA+U approach \cite{75, 76} or hybrid functionals (such as the B3LYP \cite{77, 78}). This latter, however, severely increases the computational cost.

1.4 AIMS AND OUTLINE OF THIS THESIS

The aim of this thesis work is to generate realistic atomistic model for hybrid interfaces and supply informations for their design and optimization.

In particular, a major emphasis will be given to the morphological aspects of the investigated systems, while the electronic properties will be addressed mainly as a review contribution framed in a more general discussion.

The understanding of the hybrid interface requires first of all the study of the polymer alone, its structure and mechanisms of aggregation. Therefore, the first chapter of
this work concerns the P3HT polymer studied as single molecule (dimer and oligomer) and aggregated bulk including crystalline and nanocrystalline phases. Its crystalline properties and self assembling mechanism are investigated, as well as the structure of polymer nanoclusters.

Hybrid interfaces between the polymer and the ZnO metal oxide are studied in detail in the second chapter. The P3HT/ZnO system is investigated by using different models, depending on the deposition kinetics of the polymer on the surface. The polymer order at the interface is analyzed by a structural analysis based on the calculated structure factor and the charges mobility is estimated by using an effective method based on the Marcus theory giving effective transport properties of the generated models.

In the third chapter, in order to investigate the effects of optically active and self assembled interlayers, we study the ternary system P3HT/ZnPc/ZnO composed by the double interface ZnPc/ZnO and ZnPc/P3HT. This model of ternary interface, created by MPMD methods, is the starting point for an ab initio study of its optical and electronic properties. These P3HT/ZnPc/ZnO interface turns out to be very promising in the design of new systems able to operate in the whole extent of the solar light and allowing a direct anchoring of the dye to the substrate.

Finally, the fourth chapter takes into account the presence of optically inactive layers on ZnO. In particular we consider the case of the solvent tetrahydrofuran (THF) and we study the possible effects due to the presence of such an organic interlayer in polymer/metal oxide systems. The interaction between the THF molecule and the ZnO is studied, as well as the formation of a wetting layer from the liquid phase at room temperature.

A brief introduction to the methods used in this work is done in the section section A.3.
2.1 MECHANISM OF ASSEMBLING AND MORPHOLOGY OF CRYSTALLINE P3HT

The understanding of the polymer/metal oxide hybrid interface, final aim of this thesis, requires first of all the study of the polymeric phase alone. In particular we investigate the polymer assembling and the mechanisms of molecular aggregation, in order to eventually characterize both infinite periodic bulks (perfectly crystalline or quasi-ordered) and finite size nanocrystalline structures.

One of the most commonly used conjugated polymer in photovoltaics is the Poly-3-hexylthiophene (P3HT) since its unique combination of high carrier mobility ($0.1 \text{ cm}^2 \text{ V}^{-1} \text{s}^{-1}$), high environmental/thermal stability, electrical conductivity, processability, and synthetic versatility [79].

When cast from solvents into thin films, P3HT self-assembles into oriented microcrystalline domains (10-60 nm) and amorphous regions [80, 81, 2]. The crystallinity of P3HT thin films has considerable impact on the charge-carrier mobility [82] but it is still under debate. The detailed knowledge of the polymer structure is therefore fundamental and requires an in-depth investigation.

A single P3HT is formed by a $\pi$-conjugated thiophene backbone and alkyl side chains (Figure 2.1). The unit cell of dimension (7.75 Å) contains two consecutive thiophenes rings and two hexyl side chains each formed by six $sp^3$
carbon atoms. Its regioregular form is the most used variant of the polymer in optoelectronic applications \[83]\).

\[Figure \ 2.1: \ \textit{P3HT molecule composed by 16 thiophenes.}\]

The first step in the study of P3HT is to validate the model interaction. Specifically, we focus on the $\pi - \pi$ interaction that is dominated by long-range van der Waals dispersive forces and we adopt as a test case a pair of simple thiophene rings for which accurate first-principles calculations beyond Hartree-Fock theory are available (CCSD(T) and MP2 \[84\]). In Figure 2.2 the calculated MPMD results (symbols) are reported together with ab initio results (continuous and dotted lines for CCSD(T) and MP2, respectively). Our model potential reproduce quite well the first-principles results being in between the CCSD(T) and MP2 curves, in particular for the dispersive $R^{-6}$ tail and for the estimation of the minimum energies \[2\].

We generate two P3HT molecules each formed by 8 monomers (16 thiophenes) with periodic boundary conditions along the backbone direction. The equilibrium lattice parameter along the backbone is 7.75 Å \[2\].

The assembling of the P3HT chains can be driven by two main contributions: the $\pi - \pi$ interaction between the aromatic rings of the backbones of neighboring molecules, promoting the parallel stacking of different chains, and the chain interdigitation, inducing molecules alignment in the same plane \[2\] (see Figure 2.3).

As for the $\pi - \pi$ binding energy, we consider two polymer chains at varying distance in a face-to-face configuration and we found a minimum at 4 Å (see Figure 2.4). The interactions between backbones are dominated by the thiophene-thiophene interactions calculated above. Additional smaller dispersive and electrostatic contributions due
to the atoms of the alkyl chains increasing the binding energy to 0.3 eV per thiophene.

The second driving force for the assembling is associated to the interdigitation between parallel molecules in an edge-to-edge configuration. We calculate the interaction as a function of distance and we found two minima, one at 13.6 Å and another at 16.0 Å, separated by an energy barrier as high as 0.3 eV (see Figure 2.5).

The molecule-molecule assembling force described above is consistent with the results for cohesion in the bulk crystalline phase [2]. The orthorhombic unit cell of crystalline P3HT with crystallographic vectors lying respectively in the alkyl side chains (a), stacking (b) and backbone (c) directions is represented in Figure 2.6. The bulk energy dependence on the molecules separation can be calculated by performing a series of geometry optimizations by varying the lattice parameters a and b in the range 13.0-16.2 Å and 6.8-10.0 Å (corresponding to a thiophene-thiophene distance of 3.4-5.0 Å). The value of c is kept fixed at 7.75 Å.

In Figure 2.7 it is reported the corresponding color-map of energy as a function of a and b. The energy profile along the $\pi - \pi$ direction b shows a larger variation (~0.5 eV/thiophene) and a well defined minimum consistent with
Assembling of P3HT molecules. In the h-mechanism the assembling of single P3HT chains is driven by the π−π interactions, resulting in the formation of h-foil (left). In the s-mechanism the assembling brings to the formation of s-foils (right).

Static interaction between two P3HT chains at different π−π distances.

The above results for thiophene-thiophene and polymer-polymer face-to-face interactions. The energy variation along a (interdigitation) is sizably smaller (as small as ~ 0.1 eV/thiophene), showing a weak interaction between hexyl groups of neighboring chains [2]. Notably, the two minima of Figure 2.7 can be linked to the corresponding minima of the edge-to-edge (Figure 2.5) and face-to-face curves (Figure 2.4).

The A’ absolute minimum at distances lower than 14 Å, in Figure 2.7 corresponds to a ideal situation where the polymer chains (in vacuo and at low T) are fully interdigitated. This is unlike to occur in real systems at finite temperature where the thermal fluctuations of hexyl chains
Due to the fact that in vacuo the ruling interaction between two polymer chains is the $\pi - \pi$ one, it is possible to build two-dimensional P3HT structures formed by chains stacked on top of each other. This structure (here-
after named h-foils) have hydrophobic surfaces exposing the hexyl chains (see Figure 2.3 left).

Two different foils interact attractively and can spontaneously organize into bilayers [2]. The thiophene rings in the resulting structure turn out to be tilted, as a result of a long-range interaction with the other foil (Figure 2.8 top panels) [2]. In particular, it was found that the thiophene rings belonging to adjacent h-foils formed in a zigzag-like configuration less interdigitated (16.2 Å) with respect to the ideal minimum energy phase. Such a value is in agreement with the experimental results [80].

On the other hand, in presence of a planar surface strongly interacting with the polymer (e.g. with a binding energy for the face-on polymer comparable with the $\pi - \pi$ interaction) it is likely that P3HT molecules will align on the substrate forming s-foils (see Figure 2.3 right) [2]. The polymer is expected to further grow according to a layer-by-layer mechanism as depicted in Figure 2.8 bottom panel.
2.3 **P3HT Crystalline Bulk Phases**

In the present work, in order to study the crystallinity of the polymer bulk phase, we calculate a functional of the atomic positions, hereafter named $S(q)$:

$$
S(q) = \frac{1}{N} \left| \sum_{j=1}^{N} f_j \cdot e^{-i\mathbf{q} \cdot \mathbf{x}_j} \right|
$$

(2.1)

where $\mathbf{x}_j$ are the coordinates of the $j$-th atom, $N$ is the number of atoms and $|\mathbf{q}| = 2\pi/\lambda$ is any possible wave vector. By choice, in the calculation of $S(q)$, we take into account a weight $f_j$ proportional to the number of electrons for each atomic species. $S(q)$ is related to the structure factor of the system [85].

$S(q) \sim 0$ when the distribution of atomic positions is disordered (as occurs in liquids), conversely, when atoms are periodically distributed with period $\lambda$, then $S(q) \sim 1$ for wavevectors satisfying the Bragg condition (i.e. $q = 2\pi(n\lambda)^{-1}$).

This calculation of $S(q)$ has been performed for the different atomic models of infinite bulks considered in this work. The first case is reported in Figure 2.9 left and con-
sists in an ideal structure formed by s-foils separated by 4 Å (hereafter named ideal s-crystal). In the middle panel of Figure 2.9 it is reported the case of the perfect crystal relaxed at low temperature. Finally, the same bulk equilibrated at room temperature can be found in the right panel of Figure 2.9.

**Figure 2.9:** P3HT ideal s-crystal (left), P3HT bulk relaxed at low temperature (center) and P3HT bulk after a room temperature annealing (right).

**Figure 2.10:** $S(q)$ for an ideal s-crystal and for a bulk relaxed at 1 K and 300 K. The direction $x$ is parallel to the backbone (top panel), the $y$ corresponds to the interdigitation (middle panel) and the $z$ to the $\pi - \pi$ (bottom panel).

Figure 2.10 shows that the order of the crystalline bulk at low temperature (green) is preserved when heated at room temperature (blue) and only small differences can be
appreciated for the $S_z$ curves in the $\pi - \pi$ direction. The most relevant difference can be found when comparing the crystalline bulks to the ideal s-crystal. The peak at $q_z = 1.62 \text{ Å}^{-1}$ decreases in the crystalline bulks as a result of the tilt of thiophene rings with respect to the $x$ direction.

2.4 P3HT SURFACES

The equilibrium P3HT crystal can be cut across the $\pi - \pi$ or the interdigitation directions, obtaining a 010 or 100 surface, respectively. The surfaces equilibrated at 1 K and at room temperatures are shown in Figure 2.11.
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Figure 2.11: Configuration of a P3HT 010 (top) and 100 (bottom) surfaces after a low temperature relaxation (left) and a room temperature annealing (right).

The surface energy in the two cases has been evaluated and it is 0.008 J/m$^2$ larger for the 010 surface. This is consistent with the larger cohesion in the $\pi - \pi$ cut with respect to interdigitation. At low temperature, we note a sizable difference in the order of the two surfaces, resulting in the different $S_z$ peaks (green and red in Figure 2.12 bottom). In particular, the peak of the 010 surface is higher than that of the 100. This depends on the fact that 100 surface (having flexible hexyl terminating groups) gives rise to a shrinking of the underlying $\pi$ channels.

On the other hand, at room temperature the 010 surface (s-foil terminated) gives rise to a sizable microstructure evolution characterized by an increase of disorder (see Figure 2.11 top right). The corresponding order parameter (green curves in Figure 2.12) lowers in all the directions.
Once more, the different behavior can be attributed to the higher excess energy induced by the 010 cut.
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**Figure 2.12.** $S(q)$ for 010 and 100 surfaces relaxed at 1 K and at room temperature.

### 2.5 Nanocrystalline P3HT

The polymer layers occurring in the hybrid interfaces can derive from the aggregation of nanocrystals previously formed during synthesis. The structure and the properties of a single nanocrystals have to be investigated in order to better understand the polymer morphology in real interfaces and the modifications in the polymer caused by the presence of the inorganic substrate. In particular, the interdigitation between the molecules has an effect on matching the lattice parameters of the substrate, affecting the deposition of the polymer and the order at the interface.

We study P3HT nanocrystals of different dimensions in order to investigate the possible dependence of the interdigitation (that is the distance between h-foils) on the size of polymeric nanoparticles. To this aim, we build a series
of model nanostructures by putting together s-foils and h-foils composed by polymer chains each formed by sixteen thiophenes. The initial interdigitation distance is chosen to be the same of a perfect crystalline bulk ($15.8 \, \text{Å}$ [2]). In Figure 2.13 is reported an example of the system studied.

Table 2.1 (columns 1 and 2) reports the size of the systems chosen for the analysis: the symbol $s$ indicates the number of s-foils (growing in the $z$ direction) while $h$ indicates the number of h-foils (growing in the $y$ direction) (see Figure 2.13). For each nanocrystal we perform a relaxation by annealing the system at low temperature. The distances between the h-foils (i.e. interdigitation) are reported in column 3 of Table 2.1. In some cases we study the nanocrystals resulting by applying the periodic boundary conditions (pbc) in one or two directions, by allowing relaxations in the corresponding cell dimensions.

First of all we note that there exists a non-monotonic dependence of the lattice parameter on the size of the nanocrystals. Table 2.1 shows that for pbc along $h$ and $s$ (an infinite slab of width $16T$), the distance between h-foils is the maximum, reaching one of the distances previously identified for the interdigitation of two infinite polymer chains ($16 \, \text{Å}$).

If pbc are applied only along one direction, the interdigitation distance is smaller (from 13 to $14.6 \, \text{Å}$ with an exception at $18 \, \text{Å}$). Furthermore, whenever the pbc are present, the zigzag-like conformation is observed in the relaxed nanocrystals similarly to the case of the infinite bulk.

As for the finite systems with no pbc, they always give rise to a reduction of the interdigitation distance with respect to the slab, but there is a non-monotonic dependence on the size. Lower values are found for the nanocrystals composed by eight or sixteen s-foils ($12.57 \, \text{Å}$), while those composed by four s-foils give higher interdigitation distances (up to $16.11 \, \text{Å}$). Furthermore, these latter turn out to be the more ordered (see Figure 2.13 compared with Figure 2.15). The increase of the size in the $z$ direction ($s$) is associated to a contemporary twisting of the structure that tends to assume a spherical shape in order to minimize the surface energy (see Figure 2.15).

Figure 2.14 and Figure 2.15 show the initial and final configurations of two P3HT nanocrystals of size $hxs$ of 16x16 and 4x16 respectively. In the insets, the structure of the 010
Table 2.1: Interdigitation distance in a P3HT bulk depending on the number of s- and h-foils.

<table>
<thead>
<tr>
<th>h</th>
<th>s</th>
<th>h-foils distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>15.32</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>13.66</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>13.85</td>
</tr>
<tr>
<td>2</td>
<td>8 (pbc)</td>
<td>13.09</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>15.70</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>13.09</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>12.82</td>
</tr>
<tr>
<td>4</td>
<td>8 (pbc)</td>
<td>14.28</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>16.11</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>12.82</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>12.82</td>
</tr>
<tr>
<td>8</td>
<td>8 (pbc)</td>
<td>14.28</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>16.11</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>14.74</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>12.57</td>
</tr>
<tr>
<td>16</td>
<td>8 (pbc)</td>
<td>14.61</td>
</tr>
<tr>
<td>4 (pbc)</td>
<td>4</td>
<td>17.95</td>
</tr>
<tr>
<td>4 (pbc)</td>
<td>8</td>
<td>13.09</td>
</tr>
<tr>
<td>4 (pbc)</td>
<td>16</td>
<td>12.82</td>
</tr>
<tr>
<td>4 (pbc)</td>
<td>8 (pbc)</td>
<td>16.11</td>
</tr>
</tbody>
</table>
2.6 Conclusions

The present analysis provides evidence that severe changes of lattice parameters and morphology are expected for finite size polymers nanocrystals. This must be taken into account in the hybrid polymer/ZnO interface when the polymer film on the metal oxide can result from the aggregation of previously formed polymer nanocrystals. This will be widely investigated in the next chapter.
Figure 2.14: Initial and relaxed configuration of a P3HT 16x16 crystal and corresponding S(q) in the interdigitation direction.

Figure 2.15: Initial and relaxed configuration of a P3HT 4x16 crystal and corresponding S(q) in the interdigitation direction.
3.1 Hybrid Interfaces

In this chapter, the interface between the metal oxide ZnO and the polymer P3HT is investigated by means of atomistic simulations based on model potential molecular dynamics. Such an interface is the core of the hybrid P3HT/ZnO solar cell whose efficiencies are typically too low for practical applications, with a record of 2% [27] in bulk heterojunction architectures. The different behavior of the same polymer P3HT in combination with ZnO or with the organic PCBM (for which relatively high efficiencies of 5% are possible [86]), shows the need of a better understanding of the main physical concepts controlling the interface structure at the atomic scale.

In this chapter, after discussing the most stable and abundant ZnO surface, we set up the force model describing the polymer/ZnO interaction and we generate several models of P3HT/ZnO interfaces. Our goal is to understand the polymer organization at the interface in terms of crystallinity and disorder by including different kinetic and thermodynamic conditions. The implications of morphol-
ogy on the transport properties are investigated as well in terms of effective models.

3.2 ZINC OXIDE

Zinc oxide (ZnO) is a wide band gap semiconductor (3.37 eV) [26] that provides very good electron mobility (205 cm$^2$ V$^{-1}$ s$^{-1}$), it is non-toxic, and it can be grown in a variety of highly crystalline nanostructures [26, 87] which are commonly used as electron acceptors. In combination with organic donors (e.g. conjugated polymers or molecules), ZnO nanostructures have been used to synthesize hybrid bulk heterojunctions. In particular, nanorods have attracted great attention as elongated nanostructures that could contribute to improve the charge transport in the hybrids.

Zinc Oxide crystallizes in two main forms, hexagonal wurtzite and cubic zincblende. The wurtzite structure is most stable at ambient conditions and thus most common. The lattice parameters of the zinc oxide are $a = 3.25$ Å and $c = 5.20$ Å (see Figure 3.1).

![ZnO wurtzite structure](image)

**Figure 3.1.** ZnO wurtzite structure.

The most energetically stable surface of crystalline ZnO is the non-polar (10$ar{1}$0) and, hereafter, we will focus on it since it is the most common in ZnO. For example, ZnO typical nanorods used in hybrid bulk heterojunctions [88] exhibit six equivalent (10$ar{1}$0) surfaces of lateral size larger than 10 nm.

The atomic scale model of the ideal ZnO surface is generated by cutting a wurtzite ZnO crystal along the (10$ar{1}$0) plane and by relaxing it at low temperature. The atomic
scale model after atomic relaxation based on MPMD is reported in Figure 3.2. The atomic scale structure of the (10\(\bar{1}0\)) surface exhibit trench grooves alternated with rows of ZnO dimers (channels), both oriented along the [010] crystallographic direction. Hereafter in this chapter, the \(x\) axis is always chosen parallel to this [010] crystallographic direction. As already discussed in chapter 1, in order to describe the ZnO crystalline surface, we adopt the Buckingham-type potential. This potential describes properly several properties of bulk and nanocrystals such as elastic constants, equilibrium lattice energy, cell parameters, elastic and dielectric constants [70].

3.3 ADHESION OF A SINGLE P3HT MOLECULE ON THE ZINC OXIDE SURFACE

The first step in the analysis of the ZnO/P3HT interface is the study of the adhesion of a single polymer molecule on the surface. For this purpose a P3HT molecule composed by 16 monomers is put at different distances from the surface with the thiophene rings parallel to it (face-on alignment) and the backbone parallel to the ZnO dimers.

The basin of interaction between the ZnO and the P3HT is reported in Figure 3.3, where the unrelaxed energy (calculated without allowing atomic relaxation of the polymer due to the surface) is reported as a function of the relative distance between molecule and surface. The minimum of the interaction is found at 3.7 Å and corresponds to
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an energy 0.35 eV/thiophene. The interaction vanished at distances larger than 8 Å. By starting from the minimum energy distance and by further relaxing the system we identify the lowest energy configuration of the polymer on the surface with a binding energy as large as 0.73 eV/thiophene. The driving force for this binding energy is due to the attraction between the negative carbon atoms of the thiophene rings of the polymer and the positive zinc atoms of the surface. The P3HT polymer on the ZnO surface preserves the quasi-planar configuration of the isolated molecule.

Figure 3.3: Interaction and adhesion of a P3HT molecule on a ZnO surface.

3.4 P3HT/ZnO INTERFACE

In order to generate models of the P3HT/ZnO interface we consider a planar ZnO surface ideally perfect and we put on it the organic polymer. There are three possible ways to apply boundary conditions to the interface: (i) periodic boundary conditions for both ZnO and polymer; (ii) no periodic conditions at all, i.e. finite size cluster; (iii) mixed periodic-non periodic conditions. The case (i) has the advantage of avoiding free surfaces, but it can introduce artifacts in the polymer assembling since it imposes the same periodicity for both the polymer and the ZnO
surface (that have different lattice parameters). In case (ii) there are surfaces in the ZnO cluster with sizable effects on the crystal slab structure (unless fixing the atomic positions, that is not compatible with finite temperature simulations). In this work, we prefer to adopt the boundary conditions of type (iii) where the interface is obtained by putting a non periodic finite size polymer nanocrystal (up to $10^3$ atoms) on a periodic ZnO surface. In this way the polymer lattice spacing is not constrained by boundary conditions. If the polymer nanocrystal is large enough, the results that are calculated under these boundary conditions can be applied to real polymer/ZnO interfaces.

As for the polymer crystalline structure, it is experimentally known that the polymer is highly sensitive to the synthesis conditions [82]. Accordingly, within the conditions described above, we explore two different ways of generating the hybrid interfaces hereafter named Low Deposition Rate (LDR) and High Deposition Rate (HDR). In the LDR the polymer nanocrystal is assembled on ZnO layer by layer at a low rate while fully relaxing the atomic positions at each step. In the HDR case, the polymer nanocrystal is cut from an ideal infinite ordered bulk and it is merged and relaxed on the ZnO surface. The above two cases are representative of two opposite experimental regimes; the LDR corresponds to the case where the substrate-molecule interaction is the ruling assembling mechanism; in this case the polymer molecules can face on the surface (see section 3.3) forming successive s-foils (see chapter 2). The HDR case corresponds to the physical regime in which the P3HT molecules are likely to aggregate before interacting with the surface; in this situation the polymer-polymer forces controls the assembling of the interface.

In both LDR and HDR, the P3HT nanocrystals are chosen of dimensions 6 nm x 11 nm x 4 nm and are formed by 30 molecules of length 6 nm with backbones oriented along the x direction, in agreement with [89], in which a preferential orientation of the P3HT along the dimer rows of ZnO is found. The size of these nanocrystals is comparable with P3HT crystalline domains in real samples (10-50 nm [2]). Atomic relaxations are always obtained by extensive low temperature annealings followed by conjugated gradients energy optimizations. Temperature effects are also taken
into account by heating and equilibrating the interfaces at room temperature.

### 3.5 P3HT/ZNO Interface: Low Deposition Rate

In the regime of low deposition rate (LDR) the polymer tend to organize parallel to the substrate forming s-foils [2]. This has been already discussed chapter 2 (see panel a of Figure 3.4).

The atomistic models generated during the LDR assembling procedure are reported in Figure 3.4.

![Figure 3.4: Assembling of P3HT layers on the ZnO surface.](image)

In each layer (s-foil) deposited, the polymer molecules are aligned with the backbone parallel to rows of Zn-O dimers and the molecule-molecule interdigitation distance is controlled by its matching with the lattice spacing of the ZnO surface, particularly for the first layers. Given the sensitivity of the polymer crystal structure on synthesis conditions, the above mismatch can be important in driving the final structure of the polymer at interface. The experimental interdigitation distance in the P3HT is reported to be 16.8 Å. Since the ZnO surface lattice parameter in the $y$ direction is 5.20 Å, the best matching between the polymer and the ZnO surface is obtained by putting one polymer chain every three rows (interdigitation distance of 15.6 Å corresponds to three times 5.20). For ideally perfect polymer structure, the calculated interdigitation distance in perfect crystals is smaller than the experimental one and it can assume two values (as already discussed in section 2.1): 13.6 Å for high density phase and 15.8 Å for the lower dense phase. Both experimental and high density ideal phase values gives a sizable mismatch with the ZnO
surface. For the low density case a better matching can be obtained. For this reason, in order to favor the order at the interface, we generate our atomistic model by using s-foils with interdigitation distance 15.8 Å.

The s-foil is let to relax on the surface under the attractive interaction with the ZnO substrate. We find that the initial interdigitation distance is affected during the formation of the interface. The initial value is preserved only for the first P3HT layers and the polymer disorder increases with the distance from ZnO (see Figure 3.4 and Figure 3.5).

![Figure 3.5: Final configuration of the LDR system at low temperature.](image)

The above visual analysis is confirmed quantitatively by calculating the structure factor of the polymer in the three x, y and z direction. In particular the peak in y and x direction are lowered with respect to the ideal s-crystal (compare Figure 3.6 left and middle with Figure 2.10 top and middle). The lowering of $S_z$ in top-right panel of Figure 3.6 and its broadening, indicates an increasing disorder in the $\pi - \pi$ direction.

The interface has been also studied at room temperature (annealing at 300 K by Nosé-Hoover thermostat). It is found that the first polymer layer remains fixed to the surface because of the strong ZnO-polymer interaction but the disorder induced by thermal fluctuations affects subsequent layers (see Figure 3.7). This is indicated by the lowering of $S_y$ in the bottom-middle panel of Figure 3.6. Moreover, the $S_z$ peak shift to lower $q$ values indicates an increase of the interplanar distance (from 4 to 4.5 Å) induced by temperature.
3.6 **P3HT/ZNO Interface: High Deposition Rate**

The HDR interface is generated by putting a previously formed P3HT s-crystal (with same dimension of the LDR final model) at 7 Å of distance from the ZnO surface (see Figure 3.8 upper panel) and relaxing (Figure 3.8 lower panel).

Different HDR interface models are possible depending on the crystallographic polymer plane that interacts with the ZnO surface. We choose in particular the 010 and the 100 planes and we refer to them by 010 HDR and 100 HDR hybrid interfaces, respectively. In the 010 HDR interface, the polymer nanocrystal is deposited on the substrate in the face-on configuration and the $\pi - \pi$ channels are perpendicular to the surface, as in the LDR case (Figure 3.8).
In the 100 HDR interface, the polymer nanocrystal is deposited by exposing the alkyl chains to the ZnO, and the \(\pi - \pi\) channels are parallel to the substrate (Figure 3.11).

![Figure 3.8: 010 HDR system before (upper panel) and after (lower panel) the relaxation at low temperature.](image)

After relaxation the \(\pi - \pi\) channels of the 010 HDR interface are not anymore perpendicular to the surface (Figure 3.8). Consistently, a very low \(S_y\) peak is found (top-middle panel of Figure 3.9). The \(S_y\) peak of the polymer shifts accordingly to a smaller interdigitation distance with respect to the s-foil (from 15.8 to 13.6 Å) and corresponds to the dense polymer phase discussed in section 2.1. A general order is found in \(x\) and \(z\) directions (top-left and top-right panels of Figure 3.9, respectively), where the polymer backbones keep their straightness and the interplanar distance is preserved (\(S_z\) is not shifted).

The effect of the temperature in this 010 HDR interface, is to increase the disorder of the system (see Figure 3.10) in the \(x\) and \(z\) directions (bottom-left and right panels of Figure 3.9). In addition, in the \(z\) direction the temperature induces a higher interplanar distance. Interestingly, in the \(y\) direction we observe that the order is slightly increased by the annealing (bottom-middle panel of Figure 3.9), standing for a temperature induced crystallization.

The second interface model in the regime of high polymer deposition is the 100 HDR interface where the \(\pi\) channels are parallel to the ZnO surface and hexyl chains face
the substrate. We found that in this interface model the polymer is more disordered than in the 010 case and tends to bend toward the surface in order to increase the interactions with it (see Figure 3.11).

As shown in top-middle panel of Figure 3.12, the interaction with the substrate causes disorder in the $\pi - \pi$ direction and gives a low peak in $S_y$ structure factor (we recall that in this case the $\pi - \pi$ channels are along $y$, parallel to the ZnO surface). The average $\pi - \pi$ distance is found to increase from 4 to 4.8 Å. On the other hand, sharp peaks are present in $S_z$ (top-right panel of Figure 3.12) standing for a high order in the interdigitation direction. The shift of the $S_z$ peak with respect to the s-crystal shows a strong reduction in the interchain distance, and corresponds to 12.5 Å.
At room temperature the 100 HDR interface (Figure 3.13) shows a partially restore of the crystalline order that can be observed in all directions (Figure 3.12 bottom panels). We can further recognize the zigzag-like conformation already observed for P3HT bulks in section 2.2.

The two HDR interface models have been compared in terms of interface energy (the energy of the hybrid interface with respect to separate components divided by the area of the interface) and binding energy. Despite the surface formation energy of the 010 surface is higher than that of the 010 one (by 0.008 J/m²), its higher binding energy with the ZnO with respect to the 100 case (by 0.1 J/m²), bring to a favourable formation of 010/ZnO interfaces with respect to the 100/ZnO systems. This is consistent with the preferential face-on orientation of polymer
molecules on ZnO. In conclusion, present results shows that the 010/ZnO surface is the most likely to occur in P3HT/ZnO systems.

In order to better connect present analysis to experimental data we average the structure factor in the interface plane ($xy$) by calculating the $S_{xy}$ quantity. $S_{xy}$ recalls the Grazing Incident X-ray Diffraction (GIXD) measurement where X rays are diffracted by scattering parallel to the interface.

For the 010 HDR interface, the peaks of the polymer backbone and that of the interdigitation periodicity are still well recognizable in $S_{xy}$ curve (right panel of Figure 3.14).

Figure 3.12.: Structure factor in the three crystallographic directions for the 100 HDR interface at low and room temperature.

Figure 3.13.: Final configuration of the 100 HDR system at 300 K.
For the 100 HDR system (left panel of Figure 3.14) the peaks of backbone and $\pi - \pi$ distance are smaller and broader and the $S_{xy}$ exhibits much less structure in the range 0.3-1.1. The $S_{xy}$ curve of the 100 HDR case is reminiscent to the case of P3HT on glass. In fact, for crystalline polymer on glass a peaked region occurs at 1.6 Å⁻¹ close to our $\pi - \pi$ and backbone peaks and a more flat GIXD signal is found at smaller transferred momentum. The agreement with the 100 polymer surface supports the experimental observation that the polymer $\pi$ channels are parallel to the glass substrate exposing the hexyl chains. In the case of the polymer on ZnO experiments show that the crystallinity peaks are completely lost.

A direct comparison with experiment is difficult because of the poor control of the crystalline surface. Experiments on ZnO gives a P3HT signal that does not correspond to our calculated 100 nor 010 crystalline surfaces. We attribute

**Figure 3.14:** Structure factor in the xy plane for the HDR 100 (left) and 010 (right) systems.
such a result to the poor quality of the crystalline ZnO surface and to the strong polymer substrate interaction that induces disorder in the polymer backbones. Further measurements on more controlled ZnO samples would allow for a better comparison of our finding with experiments. However, the P3HT disorder at the interface is consistent with our findings of polymer disorder induced by the strong polymer/ZnO interaction that favors the 010/ZnO interface.

The morphological features discussed above, are expected to modify the transport properties of the polymer. For example, in the case of a crystalline polymer, if the $\pi - \pi$ channels are orthogonal to the substrate, the carriers can easily move away from the interface before recombining. This corresponds to the most favorable case for photovoltaic efficiency. In the opposite case, when the $\pi - \pi$ channels are parallel to the interface or when the polymer is disordered, the carriers cannot easily move away from the interface. In conclusion, for transport and performances, the order in the direction normal to the interface is a key property. In the next section we will discuss an effective method to evaluate the charge mobility at the interface.

3.7 Effective Model for the Transport Properties

The stacking and the transport properties of the systems described above can be studied by using the concept of effective area. The idea is to represent each thiophene ring by an elliptical shape in the plane of the molecule (see inset of Figure 3.15). The projected overlap area $\Theta^\perp$ (in the normal x-y plane) between pairs of neighboring molecules along z can be then calculated. This quantity is related to the crystalline order of the system and it is small in disordered or amorphous polymer films. In particular, $\Theta^\perp$ is maximum when the thiophenes of two neighboring molecules are perfectly aligned and parallel to the x-y plane. Conversely, $\Theta^\perp$ is smaller when thiophenes are shifted in the x or y direction or when the molecules are tilted with respect to z.

By referring to the Marcus theory [90, 91], the mobility $\mu$ in the polymer is given considering the local probability $k_{\alpha\beta}$ that a hole hops between neighboring molecules $\alpha$ and
3.7 Effective Model for the Transport Properties

\[ k_{\alpha \beta} \] for a fixed temperature, is proportional to \( J_{\alpha \beta}^2 \), where \( J_{\alpha \beta} \) is the transfer integral between the molecular electronic orbitals [93]. \( J_{\alpha \beta} \) depends on the relative position and orientation of the two molecules. \( J_{\alpha \beta} \) can be calculated from DFT for the case of two infinite thiophene chains oriented along \( x \) direction and stacked along \( z \).

In Figure 3.15 is reported in green the \( J_{\alpha \beta} \) dependence on the relative \( y \) shift of the two chains with respect to the dependence of the transfer integral \( J_0 \) calculated at the equilibrium distance \( d_0 \).

\[ \Theta = \Theta(\Delta x, \Delta y, \hat{\alpha}, \hat{\beta}) \]

\[ \Delta y \]

\[ J \]

\[ \Theta \]

**Figure 3.15.:** Comparison between the relative transfer integral \( J_{\alpha \beta} / J_0 \) as computed approximating thiophene rings by ellipses (red line) and first-principles calculations (green line). (Adapted with permission from J. Phys. Chem. C, 2011, 115 (19), pp 9651-9655. Copyright 2011 American Chemical Society [3].)

The maximum \( J_{\alpha \beta} \) is found at zero shift (i.e. maximum overlap area) and by increasing \( y \) up to \( y = 3.6 \) Å it decreases monotonically to zero. In the same figure is reported in red the stacking parameter \( \Theta_{\perp} \) calculated by using ellipses with eccentricity \( e = 1.15 \), chosen so as to best fit the first-principle calculations. Small differences (few percents) are found only at shifts 4-6 Å, but the overall agreement is good.

As for the \( J_{\alpha \beta} \) dependence on the \( \pi - \pi \) distance \( d \) between the two molecules \( J_{\alpha \beta} / J_0 = \exp(-\gamma(d - d_0)/d_0) \) [92]
has been used, where $\gamma$ is a fitting parameter. In conclusion, the geometrical stacking parameter $\Theta^\perp$ can be used as a good approximation for the quantum-mechanical $J_{\alpha\beta}$ dependence on $y$ shifts.

By combining the above results, $J_{\alpha\beta}$ can be calculated for any relative position and orientation of the two molecules without quantum-mechanical calculations. The local contribution for the mobility in the direction normal to the interface $\mu^\perp$ can be calculated from the knowledge of the overlap $\Theta^\perp$:

$$\mu \sim k \quad k \sim J^2 \quad J \sim \Theta^\perp$$

(3.1)

$$\frac{\mu^\perp}{\mu^\perp_0} = e^{-2\gamma\left(\frac{d-d_0}{d_0}\right)} \left(\frac{\Theta^\perp}{\Theta^\perp_0}\right)^2$$

(3.2)

where $\mu^\perp_0$ and $\Theta^\perp_0$ are respectively the mobility and the effective overlap in the perfect P3HT crystal.

Equation 3.2 can be used to calculate the average normal mobility within polymer layers as a function of the distance from the interface, as shown in Figure 3.16 and Figure 3.17, where in the x-axis we report the distance from the interface in terms of the s-foils considered for the analysis in that point. As for the HDR interfaces, we choose to focus only on the 010 one due to its more favourable formation energy with respect to the 100 one. In this way, we can compare the results of two 010-like interfaces (the LDR and the HDR).

As for the low temperature cases, in the LDR model (in red in Figure 3.16) the effective mobility turns out to be about one half that of a perfect s-crystal (represented in blue) for the first two layers. Starting from the third layer the mobility strongly decreases due to the mismatch between the layers and, eventually, drops to zero. In the HDR case (in green in Figure 3.16), the behavior is opposite. In fact, the strong tilt of the $\pi - \pi$ channels in the first layers reduces the mobility, which is, though, partially recovered for the last two ones.

Figure 3.17 shows that the effect of temperature (300 K) for both the two models is to further reduce the mobility, but preserving the overall behavior found at 1 K.
In conclusion, the polymer crystal is highly affected at the interface with ZnO. The 010/ZnO interface is found to be the most favorable, with polymer thiophenes facing the ZnO surface due to the high molecule/surface interaction. Due to disorder at the interface, polymer chains are likely misaligned close to the ZnO surface thus reducing the normal carrier mobility in the first layers. Holes that are generated at the interface are not able to diffuse through the polymer and, as a consequence, they likely recombine with electrons. Similarly, excitons photogenerated within the polymer cannot easily move to the interface in order to be separated.
It is important to remember that the present models have been obtained under ideal conditions. We expect that thermal fluctuations, or the presence of the solvent or other chemical impurities, can further reduce the order at the interface. The possible presence of residual solvent at the interface will be investigate in chapter 5.

Some ideas and results of this chapter are adapted with permission from J. Phys. Chem. C, 2011, 115 (19), pp 9651-9655. Copyright 2011 American Chemical Society [3].
The use of interlayers between the inorganic and the organic components of hybrid interfaces has great potential in order to engineer photovoltaic properties. Several attempts have been made in this direction, as already reviewed in section 1.2. Such interlayers can reduce the charge recombination, enlarge the light absorbed spectrum and increase the compatibility between the polymer and the substrate [44, 45, 46, 47].

In this chapter we study the anchoring, energetics and assembling of a particular kind of phthalocyanine, the zinc phthalocyanine (ZnPc), on the ZnO surface. We choose ZnPcs for their tendency to aggregate on metal oxides [94] forming self-assembled monolayers strongly bound to the surface. This property allows the use of these molecules as interlayer in hybrid systems without using anchoring groups that can modify the properties of the interface.

The ternary system ZnO/ZnPc/P3HT is investigated from the morphological point of view together with the analysis of its electronic and optical properties.
4.1 Self Assembling of ZnPcs on ZnO Surface

4.1.1 Interaction of a single ZnPc with the ZnO surface

The first step in our work is to create the ZnO/ZnPcs interface by MPMD. To this aim, we study first of all the attraction of a single ZnPc molecule on the ZnO surface. Since its electronic properties will be studied at DFT level, we choose to use a ZnO surface coming from an \textit{ab initio} optimization of a crystal slab formed by six atomic layers of bulk ZnO parallel to the (10\overline{1}0) plane, and we do not relax the atoms positions during classical molecular dynamics simulations. The DFT surface, reproduce in a better way some features of the 10\overline{1}0 ZnO wurtzite structure such as the upward shift of the oxygens in the ZnO surface dimers. The details of the theoretical method to treat this surface are reported in section A.3.

The interaction between the ZnO surface and a ZnPc molecule relaxed on it, is reported in Figure 4.1 as a function of the relative distance between molecule and surface. The bound state is characterized by the molecule at 1.96 Å from the surface with a binding energy of 2.2 eV. The molecule is slightly rotated with respect to the ZnO dimers and not perfectly planar.

![Figure 4.1: Interaction between a ZnPc molecule and the ZnO surface as a function of the distance.](image)

The lack of planarity in the molecule is due to the coulombic interaction between the central Zn atom of the molecule and the oxygen of the surface [4] and can be observed by relaxing the system by both DFT (Figure 4.2 left) or
MPMD (Figure 4.2 right) methods. The interaction between the molecule and the substrate vanishes at distances larger than about 8 Å. These results are in agreement with the literature [4].

Figure 4.2: Comparison between the structure of a ZnPc molecule relaxed on the ZnO surface by performing DFT (left) or MPMD (right) calculations. (Adapted with permission from J. Phys. Chem. C, 2012, 116 (29), pp 15439-15448. Copyright 2011 American Chemical Society [4].)

4.1.2 Aggregation of ZnPc on ZnO

The photophysics of ZnO functionalized by ZnPcs is affected by temperature, molecular concentration, and the ZnO surface morphology [94, 95, 96] and these effects are related to the tendency of Pcs to aggregate at the interface [96]. Aggregation can occur during the synthesis [97] or due to thermally activated molecule diffusion on the surface [4]. Furthermore, ZnPcs aggregates have electrochemical, spectroscopic, photophysical, and conductive properties different from those of the corresponding monomers.

Two kinds of aggregates have been identified according to their optical absorption properties.

- In the J-type aggregates the molecules are parallel in a head-to-tail (HT) alignment along the [010] crystallographic direction as in Figure 4.3 left.

- The H-type aggregates, where the molecules give rise to a parallel configuration, can be further divided into two groups [94]:
  - face-to-face alignment (FF), as in Figure 4.3 middle;
  - slipped cofacial alignment (SC) as in Figure 4.3 right.
J-type aggregates give rise to red shift transitions in the absorption spectra with respect to the monomer\(^97\), while H-types are associated with a shift toward the blue.

![Figure 4.3: Modality of aggregation of ZnPcs on ZnO. Left: head-to-tail configuration; middle: face-to-face configuration; right: slipped cofacial configuration (Adapted with permission from ACS Nano, 2011, 5 (12), pp 9639-9647. Copyright 2011 American Chemical Society.)](image)

J-type aggregates turn out to be more energetically stable with respect to a face-to-face aggregation\(^94\), due to the molecule-substrate adhesion (2.2 eV) larger than the molecule-molecule binding (1.6 eV)\(^94\). Therefore, the adsorption of ZnPc molecules on the ZnO surface is more likely to occur with respect to their stacking, and the formation of ZnPcs monolayers is energetically favored\(^94\).

At room temperature the lifetime of dimers and small molecular stripes is as short as a few microseconds\(^94\). However, at high coverages, the aggregation involves more than 50% of molecules\(^94\) and there are portions of ZnO that are fully covered by ZnPcs.

By assuming a fully coverage of ZnO by ZnPcs, we want to study the formation of a molecular monolayer of ZnPcs. Accordingly, we start from the single relaxed molecule (Figure 4.4, top left panel) on the ZnO surface. We create and relax a ZnPcs dimer, by putting a second molecule shifted along the [010] direction (Figure 4.4, top right panel) at a distance of \(\sim 13 \text{ Å}\) \((4a\), where \(a = 3.25\) is the ZnO lattice constant along this direction\), providing the most stable configuration\(^94\).

The relaxed dimer, can be used as building block for the ZnPcs stripes (Figure 4.4, top left panel) that, repeated periodically along the trench grooves of the ZnO, give rise
eventually to a "carpet" of ZnPcs (Figure 4.4, bottom right panel).

\[ \text{Figure 4.4.: Building of a layer of ZnPcs on the ZnO surface starting from a single relaxed molecule.} \]

4.2 POLYMER INTERACTION WITH ZNPCS FUNCTIONALIZED ZINC OXIDE

Once the ZnO surface fully covered by ZnPcs is obtained, the further step is to investigate the interaction with a single polymer molecule. We want to study how the ZnPcs affects the interaction with the substrate. For this purpose we used a oligomer composed by 8 thiophenes (see Figure 4.5 left). We investigated the interaction between the polymer and the ZnO/ZnPcs surface by calculating the attraction basin reported in Figure 4.5 top right, where the energy is calculated as a function of the relative distance between the polymer and the surface.

At each distance from the substrate the energy was minimized with respect to different orientations of the molecule.
The calculated energy curve exhibits a minimum for polymer-substrate distance of about 3 Å and an interaction range of about 1 nm. By fully optimizing the minimum energy configuration we obtain the lowest energy structure of the P3HT/ZnPc/ZnO interface in which the polymer lies along the ⟨010⟩ direction above a ZnPc stripe (see Figure 4.5). By annealing the system for 1 ns the interface is preserved, with the ZnPc interlayer still between the polymer and the metal oxide and no diffusion of the polymer on the ZnPc’s is observed. This is consistent with the strong binding of the ZnPc with ZnO that is larger than the P3HT/ZnO interaction.

Furthermore, the calculated value for the P3HT/ZnPc interaction is comparable to the P3HT/ZnO (0.7 eV/thiophene) and much larger than the P3HT/P3HT interaction (0.1 eV/thiophene[2]). This suggests that the parallel geometry of the polymer is favored with respect to other polymer organizations at the interface, similar in the case of P3HT on the ZnO bare surface.

**Figure 4.5:** Attraction basin between the ZnO/ZnPc interface and the P3HT oligomer and final configuration of the ternary system after the relaxation.
4.3 ELECTRONIC AND OPTICAL PROPERTIES OF THE SYSTEM

4.3.1 Electronic level alignment

In this section we report a review of the electronic and optical properties of the generated ternary ZnO/ZnPc/P3HT, as in [98]. The morphology and structural properties of the system found resulting by MPMD, have been used as starting point for a DFT+U optimization. The methods used are described in section A.3.

The system studied by DFT is composed by a smaller P3HT oligomer (four thiophenes) and a portion of the previously described ZnO/ZnPc surface in properly periodic boundary conditions.

In Figure 4.6 the electronic calculations are summarized. As for the the ZnPc/ZnO and P3HT/ZnO binary systems, both are able to separate the $e - h$ pair with the electron transferred on the metal oxide and the hole localized in the organic molecule. This behavior is confirmed by the occurrence of charge transfer as a result of the interaction between the ZnPc and the substrate, found by studying the electronic ground states of a ZnPc/ZnO systems [99].

The charge transfer induces a polarization of the interface lowering the HOMO and the LUMO of the molecule with respect to the non interacting cases (compare the columns A and B and G and H in Figure 4.6). Furthermore, in the ZnPc case, a splitting of the LUMO orbitals and a mixing with the ZnO conduction band can be observed [100, 99], resulting in a favourable injection of electrons in the substrate.

The electronic properties of the ZnPc/ZnO and P3HT/ZnO systems can be further investigated by performing a open-shell Kohn-Sham (ROKS) calculation [101]. By this calculation we can obtain an approximate description of the lowest excited state of the systems by keeping fixed the occupation of the Kohn-Sham levels, in order to force the hole in the HOMO and the electron in the LUMO [99]. The results are shown in columns C (for the ZnPc/ZnO system) and F (for the P3HT/ZnO system) in Figure 4.6), and confirm the presence of the electrons within the ZnO conduction band minimum while the holes are in the ZnPc or P3HT layers.
This strong polarization of the donor-acceptor interface results in a further lowering of the HOMO and LUMO levels for the ZnPc and the P3HT [100].

Figure 4.6: Electronic eigenvalues calculated at the Γ point in the case of: (A) ZnPc molecule non bonded to the ZnO surface; (B) ZnPc/ZnO interface (ground state); (C) ZnPc/ZnO interface (ROKS excited state); (D) P3HT/ZnPc/ZnO double interface (ground state); (E) P3HT/ZnPc/ZnO double interface (ROKS excited state); (F) P3HT/ZnO interface (ROKS excited state); P3HT/ZnO interface (ground state); P3HT oligomer non bonded to the ZnO surface. The electronic eigenvalues have been aligned by using the 1s level of a He atom inserted as a reference in all the supercells. CBM and VBM labels indicate the ZnO conduction band minimum and valence band maximum, respectively.

When a layer of ZnPc is put between the ZnO and the P3HT, it produces a favourable alignment of the electronic ground state levels of the ternary system (see column D in Figure 4.6).

In detail, the P3HT HOMO represents the highest occupied electronic level of the ternary system, with the ZnPc HOMO placed below. The ZnO conduction band minimum represents the lowest unoccupied electronic level, followed by the ZnPc and P3HT LUMO, both falling within the ZnO conduction band.

The position of the P3HT HOMO an LUMO (column D in Figure 4.6), only slightly lower than that of the non inter-
acting oligomer (column H in Figure 4.6), indicates that the presence of the ZnPc layer, hinders the P3HT/ZnO charge recombination. The tendency of the electrons to drop into the ZnO conduction band minimum while the holes remain in the P3HT can be further confirmed by ROKS calculations (column E in Figure 4.6).

The previous analysis can be summarized as follows:

- The e-h pairs can be generated both in the ZnPc molecules and in the P3HT oligomers thanks to their comparably high absorption coefficients.
- Due to the existence of strongly mixed ZnO/ZnPc levels, the electrons reach easily the ZnO conduction band. The ZnPc HOMO is lowered (Figure 4.6, column C) but its potential energy difference with the P3HT HOMO is raised (Figure 4.6, column D), favouring the injection of the hole into the P3HT.
- The injection is supported also by the close “face-to-face” proximity of the organic moieties.
- The presence of the ZnPc interlayer causes higher potential energy of an excited electron in the P3HT LUMO (Figure 4.6, column G) with respect to the P3HT/ZnO system (Figure 4.6, column D). This results again in a better injection of electrons into the ZnO conduction band through the ZnPc layer.
- On the other hand, the hole transfer from the P3HT layer to the ZnPc layer is not likely to occur due to the lowering of the P3HT HOMO (Figure 4.6, column E).

4.3.2 Charge densities and recombination

As widely discussed in chapter 1, one of the major limitations to the efficiency of hybrid interfaces is the recombination between the charges. In the ternary system here studied, the ZnPc layer act as an electronic spacer that hinders the e-h recombination. This assertion is shown in Figure 4.7, where the electrons and holes charge density (calculated by using the ROKS method) of the P3HT/ZnO and P3HT/ZnPc/ZnO systems are reported in panels C, D.
Figure 4.7: Photogenerated electron and hole displacements in the cases of binary P3HT/ZnO and ternary P3HT/ZnPc/ZnO interfaces. A (B): z-projections of the $e$ and $h$ charge densities in the case of a P3HT/ZnO (P3HT/ZnPc/ZnO double) interface; C and D (E and F): Electronic density plots of singly occupied ROKS orbitals, see the text, containing a photogenerated hole and electron, respectively, in the case of a P3HT/ZnO (P3HT/ZnPc/ZnO double) interface. Charge densities related to holes (electrons) are sampled at 0.0005 (0.0001) $e/a.u.\)³.

and E, F. The projections of the same densities along the z axis are reported in panels A and B. In the case of the binary system, a 12% overlap between the electron and hole charge densities has been found. This overlap is mainly due to the partial electrons delocalisation on the P3HT backbone (light blue isosurface in Figure 4.7 D), while the holes are almost fully confined in the P3HT backbone (green isosurface in Figure 4.7 C). In the case of the ternary system, the overlap is reduced to 4%, due to a major localization of the electrons on the ZnO surface (light blue isosurface in Figure 4.7 F), while the holes are mainly present in the P3HT backbone, with a smaller contribution of the ZnPc layer (green isosurface in Figure 4.7 E).

4.3.3 Absorption spectra

As anticipated, an important characteristic of the ternary system under consideration are its peculiar optical proper-
ties. The absorption spectrum of the ZnPc in the gas phase is characterized by the Q band and Soret band, common to almost all phthalocyanine and porphyrin molecules, falling in the red part of the visible region (1.9 eV) and in the near UV region (3.6 eV), respectively [102].

These absorption peaks are well reproduced by TDDFPT calculations (Figure 4.8 A) and are subjected to a relevant red shift (1.7 eV for the Q band and 3.1 eV for the Soret band) when the ZnPc molecules are on the ZnO surface [99] (Figure 4.8 B). As for the P3HT, long chains in general are characterized by a strong absorption of visible light around 1.9-2.0 eV [103]. The P3HT oligomer here described presents a peak at 2.3 eV (Figure 4.8 E), which is red shifted at 2.1 eV when the P3HT interacts directly with the ZnO (Figure 4.8 D), but is found almost untouched in the ternary system (Figure 4.8 C). Therefore, the resulting optical spectrum of the ternary system (Figure 4.8 C) is characterized by three strong absorption peaks spanning all the visible light range suggesting an optimal utilization of the solar light.

4.4 CONCLUSIONS

In conclusion, in this chapter we have described the properties of a hybrid ternary system in which the hybrid P3HT/ZnO interface is functionalized by a optically active self-assembled organic interlayer formed by macrocyclic ZnPc molecules. We have seen that the ZnPc molecules on ZnO, results in a stable and ordered self-assembled monolayer. This molecular layer act as an active electronic spacer between polymer and the metal oxide, potentially hindering the electron-hole recombination process. Finally, the strong optical absorption of the ZnPc and P3HT, indicates a optimal sensitization of the ZnO substrate across all the visible light range.

This system is an example of a novel architecture that can be designed by a multiscale predictive modeling whose performances are currently under experimental investigation.
Figure 4.8: TDDFPT absorption spectra of: (A) an isolated gas-phase ZnPc molecule; (B) a ZnPc/ZnO interface; (C) a P3HT/ZnPc/ZnO double interface; (D) a P3HT/ZnO interface; (E) an isolated gas-phase P3HT oligomer. (B), (C) and (D) spectra involves the contribution of ZnO surface slabs underlying the ZnPc molecules. Such a contribution has been subtracted out from the spectra and the resulting thin black lines have been smoothed by using spline functions [5].
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5.1 ROLE OF THE SOLVENT IN THE SYNTHESIS OF HYBRIDS

Organic self-assembled interlayers on the electron acceptor metal oxides, can derive not only by intentional modifications (as in the case of ZnPc described in the previous chapter), but can be originated during the synthesis process.

In most cases hybrids formed by ZnO and a polymer are synthesized from solutions by dissolving the semiconductor nanostructures and the organic components into suitable solvents without the need of expensive vacuum conditions. For example, by spin-coating [104] a drop of solution containing ZnO nanorods and a conjugate polymer (such as P3HT) can be centrifugated over a substrate in air conditions (see Figure 5.1). After solvent evaporation a thin film of organic-inorganic material is deposited.

The final microstructure and the photoconversion efficiency of the corresponding hybrid strongly depend on the processing conditions. In particular, the type of solvent adopted can cause a large change (up to two orders of magnitude) in the efficiency [56].
Some residual solvent molecules can bind to ZnO and persist even after the syntesis process at the organic/inorganic interface. Such contaminations of the ZnO/organic interface can possibly affect the binding between the components, the interface morphology and the stability [53]; furthermore they can generate dipoles (in case of polar solvent) that eventually affect the charge separation process.

Among the solvents commonly used in combination with ZnO there are xylene, dichlorobenzene, chlorobenzene, tetrahydrofuran and chloroform. In particular, tetrahydrofuran (THF) is commonly used in the production of hybrid ZnO-based solar cells due to its low freezing point and the ability to solvate both polar and nonpolar compounds [105]. Each THF molecule consists of one oxygen and four carbon atoms (each saturated by two hydrogens as in Figure 5.2) and it exists in different isoenergetic planar and non planar configurations (e.g. twisted or envelope) [106].

At room temperature THF is liquid, with molecules weakly interacting through Coulombic and dispersive forces.
5.2 SOLVENT THF INTERACTION WITH ZNO

5.2.1 Interaction between the THF molecule and the ZnO surface

In order to investigate the THF-ZnO interaction, a single THF molecule on a ZnO surface is studied by a combination of MPMD and DFT. In particular, MPMD is used to carefully explore the space of configurations and to find the stable molecule geometry on the surface. DFT is used in order to validate and refine the MPMD result.

Figure 5.3: Left: Final configuration of a single THF molecule on a ZnO (10\bar{1}0) surface, obtained by using DFT techniques and MPMD (inset). Right: Another perspective of the final configuration of the system, obtained by DFT calculations. Charge density isosurfaces on the (100) plane have been superimposed to the atomic configuration. (Adapted with permission from J. Phys. Chem. C, 2012, 116 (23), pp 12644-12648. Copyright 2012 American Chemical Society [6].)

Starting from the THF molecule in different initial positions and orientations over the surface (with the carbon-oxygen ring parallel and perpendicular to it) the atomic positions are relaxed by performing MPMD simulations at low temperature followed by atomic relaxations based on the conjugate gradient method. In all cases the oxygen atom of THF binds to a zinc atom on the surface. In the lowest energy configuration, the molecule turns out to be quasi vertical with respect to the surface (see Figure 5.3, inset left panel), its plane being perpendicular to the [100] crystallographic direction. The Zn-O distance is 1.88 Å and the calculated adhesion energy is found to be as large as 1.12 eV. The interaction between the THF molecule and the ZnO as a function of the distance is represented in Figure 5.4.
Figure 5.4: Interaction between a THF molecule and the ZnO surface.

This molecule-surface binding is very strong as proved by 10 ns-long room temperature MPMD simulations: although several different quasi-isoenergetic configurations are indeed explored (with the molecule quasi vertical as shown in Figure 5.5 left and center or, parallel to the surface as shown in Figure 5.5 right), desorption is never observed.

Figure 5.5: Some stable configurations of a THF molecule on the ZnO surface. (Adapted with permission from J. Phys. Chem. C, 2012, 116 (23), pp 12644-12648. Copyright 2012 American Chemical Society [6].)

In order to validate the MPMD result, the minimum energy molecule-surface configuration (inset Figure 5.3 left) is further relaxed at DFT level (Figure 5.3 left) by using the Quantum-ESPRESSO [107] code. The method used is described in section A.3.

A Zn-O bond of length 2.1 Å due to the electrostatic interaction between the positively charged Zn and the negative oxygen of THF and a partial electronic density overlap, can be observed after the relaxation (Figure 5.3 right
Both MPMD and DFT calculation show that the molecule prefers the twist geometry with its plane slightly tilted with respect to the vertical (see Figure 5.3 left and inset). The adhesion energy, calculated by including the Grimme correction \(^{[108]}\), is as large as 0.97 eV in nice agreement with the MPMD result (see above). This large ZnO/THF interaction turns out to be larger than both P3HT/P3HT cohesive energy (0.1 eV/thiophene) \(^{[2]}\) and ZnO/P3HT interaction (0.7 eV/thiophene) (see chapter 3).

### 5.2.2 Interaction between the THF liquid solvent and ZnO surface at room temperature

In this section we consider the interaction between a THF liquid solvent and the ZnO surface at room temperature. In order to obtain a realistic model of the liquid solvent, a simple cubic crystal formed by 216 THF molecules is melted at high temperature. The liquid is then cooled down to room temperature and equilibrated in the constant-pressure, constant-temperature (NPT) ensemble at ambient conditions by using a Nosé-Hoover barostat and thermostat. The equilibrium density of the final liquid is found to be 0.879 g/cm\(^3\), in agreement with previous theoretical results \(^{[106]}\) and close to the experimental value 0.884 g/cm\(^3\) \(^{[109]}\). A portion of this liquid is cut and merged to ZnO and the resulting solid-liquid system is equilibrated at room temperature for 0.2 ns in a simulation cell as large as 45x65x92 Å (see Figure 5.6). After few picoseconds can be observed the formation of an ordered (and hereafter stable) monolayer of THF molecules wetting the ZnO surface. Most of the molecules in the layer are stuck on the substrate as in the single molecule case, with the oxygen of THF bound to the zinc atom on the surface, suggesting that part of the THF molecules efficiently bind to ZnO during synthesis in solution.

#### 5.2.2.1 ZnO/THF density profile

In order to characterize the interface and its local structure, the simulated system is divided into slices along the \(z\) direction, setting \(z = 0\) Å at the ZnO surface. For each slice is calculated the density \(\rho\), obtaining the density pro-
file $\rho(z)$ reported in Figure 5.6. Far from the interface, at $z < 0 \text{ Å}$ and at $z > 5 \text{ Å}$, $\rho(z)$ is constant and similar to the value of the ZnO crystal ($\rho_{\text{ZnO}} = 5.6 \text{ g/cm}^3$) and that of the THF liquid ($\rho_{\text{THF}}$), respectively. The ZnO/THF interface, defined as the regions where $d\rho/dz \neq 0$, turns out to be as thin as 1 nm and it consists of the two regions labeled C and $L'$ in Figure 5.6. C region corresponds to the crystalline THF layer wetting the ZnO surface. $L'$ has width 0.5 nm and it corresponds to region where the liquid density is smaller than $\rho_{\text{THF}}$. A visual inspection of the molecular distribution in $L'$ shows that there is an empty space separating the wetting layer from the remaining liquid. In conclusion, the interface gives rise to a sharp transition in the THF density corresponding to an order/disorder discontinuity in the molecules distribution.

Figure 5.6.: Density profile of ZnO-THF system with respect to the axys perpendicular to the surface. (For clearness in the picture we do not represent the hydrogens of THF.) (Adapted with permission from J. Phys. Chem. C, 2012, 116 (23), pp 12644-12648. Copyright 2012 American Chemical Society [6].)

The interface between a Van der Waals liquid and a hard wall (i.e. solid a surface) has been previously studied [110]. Density fluctuations within the liquid phase are expected depending on its $\rho^*$ bulk packing density. $\rho^*$ is defined as
\[ \rho^* = \rho_{THF} \kappa^3, \]
where \( \rho_{THF} \) is the liquid density, and \( \kappa \) is the Van der Waals diameter of the liquid molecules. Liquids that are characterized by high bulk packing density \( (\rho^* > 0.8) \) show a densified region next to the substrate, followed by an oscillating exponentially decaying density profile. This is the case, for example, of cyclohexane on silicon surface, where a densified close-packed liquid layer is found at \( z \sim 0.5 \text{ nm} \) [110]. Away from this layer a low density region of width \( \sim 2 \text{ nm} \) follows.

The present THF/ZnO case is consistent with the above picture. The region C identified in our investigation corresponds to the densified one (i.e. wetting layer) and \( L' \) to the low density region. At variance with the cyclohexane case we do not observe sizable exponential fluctuations and we attribute this behavior to the actual bonding between the molecules and the hard substrate. The THF molecules have the same orientation on the ZnO hard surface and gives rise to a softer surface composed by methylenic groups (-CH$_2$) that does not induces fluctuations on the remaining liquid.

5.2.2.2 ZnO/THF structure factors

To further investigate the order of the system in each slice, we calculate the average structure factor (defined in chapter 2) of the oxygen atoms along the \( x \) and the \( y \) directions. Accordingly, in order to investigate the local crystallinity, the structure factor as a function of \( \lambda = 2\pi / q \) is calculated by repeating the calculations in different regions of the system. As for the region C, containing the wetting THF layer, there are peaks at \( \lambda = 3.25 \text{ Å} \) and \( \lambda = 5.20 \text{ Å} \) for \( S(\lambda) \) along the \( x \) and \( y \) directions, respectively. These \( \lambda \) values correspond to the lattice periodicity of our ZnO surface, showing a crystalline order in the wetting layer induced by the ZnO surface. By considering the slice just above the wetting layer (region \( L' \)), the order is lost and a flat low-value \( S(\lambda) \) profile is found (see Figure 5.7, right). The differences in the \( S(\lambda) \) profiles along \( x \) and \( y \) directions are not sizable and it can be concluded that, except for the wetting layer, there is no order in THF even close to the interface. This analysis further confirms that, in terms of structure, the THF/ZnO interface is sharp.
The next analysis involves the energetics of the ZnO/THF system by calculating the adhesion energy within the system. To this aim is considered a plane (hereafter labeled as \(A/B\)) that divides the system into two parts, \(A\) and \(B\), and the work \((w)\) necessary to rigidly separate them at increasing distance \(z\) is calculated. At infinite distance, this work is by definition the adhesion energy \(\gamma_{A/B}\) of the two parts \(A\) and \(B\). In the case where a molecule is cut by the plane, the whole molecule is attributed to the part (\(A\) or \(B\)) containing its oxygen. The calculated \(\gamma_{A/B}\) is directly related to energies of the generated surfaces \((\sigma_A\) and \(\sigma_B)\); in particular, \(\gamma_{A/B} = \sigma_A + \sigma_B\). We consider three cuts (see Figure 5.6): (i) \(L/L\), separating two halves of the bulk liquid; (ii) \(C/L'\), separating the crystalline layer \(C\) from the neighboring liquid THF layer \((L')\); (iii) \(Z/C\), separating the ZnO crystalline surface \((Z)\) from the wetting layer \((C)\).
The \( L/L \) work of separation \( (w_{L/L}) \) as a function of the distance is reported as red curve in Figure 5.8 and it is normalized to the asymptotic value. This work varies until the two semi-bulks are interacting. At distances larger than the interaction range \( (z_0 \sim 7 \text{ Å}) \) the work reaches the asymptotic value \( \gamma_{L/L} \). Because of the statistic distribution of molecules in the liquid phase, \( \gamma_{L/L} \) is found to slightly depend on the position of the cut. For this reason we averaged the results over different cuts and we find \( \gamma_{L/L} \sim 0.112 \text{ J/m}^2 \). This value is calculated without relaxing the atomic positions after the cut and it corresponds to the unrelaxed adhesion energy. If we relax the surfaces we find the relaxed adhesion energy \( \gamma_{L/L} \sim 0.059 \text{ J/m}^2 \). This value corresponds to a surface tension of THF \( \sigma_L = 0.030 \) N/m and it can be compared with the experimental value 0.027 N/m [111].

As for the \( C/L' \) (black curve of Figure 5.8), is found that \( \gamma_{C/L'} \) is about 20% lower than \( \gamma_{L/L} \). This means that the wetting layer locally reduces the adhesion of the liquid. In fact, as a result of the crystallinity of the W layer, all its molecules expose their hydrophobic methylene groups \( \text{CH}_2 \) to the liquid and the electrostatic interactions with oxygens are reduced in average. Finally, considering the \( Z/C \) cut, the Zn-O bonds are broken during the separation process and \( \gamma_{Z/C} \) turns out to be \( \sim 0.64 \text{ J/m}^2 \), i.e. one order of magnitude higher than both \( \gamma_{L/L} \) and \( \gamma_{C/L'} \).

5.3 Conclusions

In conclusion, we have characterized the THF/ZnO interaction, finding that the strong interaction between the solvent and the surface causes the presence of a wetting crystalline (i.e. ordered) monolayer that likely persists after the drying of the solvent at room temperature. The interface between the wetting layer and ZnO is sharp in terms of density and local crystallinity and it lowers the liquid/liquid interaction close to the wetting layer. Accordingly to this analysis THF is likely present in hybrids after evaporation during the sythesis processes.

The present investigation shows the relevance of the thermodynamic molecular processes occurring at the hybrid in-
Figure 5.8: Work of separation for C/L\textprime (black) and L/L (red) cases. The y axis is normalized with respect to $\gamma_{L/L}$. (Adapted with permission from J. Phys. Chem. C, 2012, 116 (23), pp 12644-12648. Copyright 2012 American Chemical Society [6].)

The ideas and results of this chapter are adapted with permission from J. Phys. Chem. C, 2012, 116 (23), pp 12644-12648. Copyright 2012 American Chemical Society [6].
CONCLUSIONS

In this thesis, we have investigated the hybrid interface composed by the ZnO metal oxide and the P3HT polymer. The physical properties of the hybrid interface have been investigated starting from the P3HT alone, going through the metal oxide/polymer interface and concluding with a ternary system where the surface was functionalized by using optically active molecules.

An additional investigation of the role of the solvent (seen as an optically inactive self-assembled layer) on the ZnO surface has been provided as well.

The results obtained highlight the importance of the structure and morphology of the polymer at the interface, that can depend on the size of the polymer nanocrystals synthesized and on the different deposition regimes. Furthermore, the morphology of the binary system has been found depending on the mechanism and kinetics of assembling of the polymer on the surface. Both the model studied have highlighted the intrinsic disorder created at the interface between the polymer and the metal oxide as a result of the specific interactions between the P3HT and the ZnO and their crystal structure.

The correlation between the P3HT crystallinity and (calculated by the structure factor analysis) and the transport properties (in particular the hole mobility), has been calculated by means of an effective method based on geometrical considerations on the polymer order.

As for the hybrid ternary systems, we provided evidence that the use of optically active organic ZnPc molecules induces the formation of a stable self-assembled monolayer on the ZnO. This monolayer acts as an active electronic spacer between polymer and the metal oxide, hindering the electron-hole recombination process and allowing to obtain light absorption across all the visible spectrum, so improving PV properties of P3HT/ZnO systems.

The results presented in this thesis contribute to the understanding of the atomic scale morphology of hybrid polymer/metal oxide interfaces, only partially explored in pre-
vious literature. Present results suggest theoretical novel strategies for the improvement of hybrid systems, particularly focusing on the role of self-assembled interlayers.
Molecular dynamics (MD) is a computational technique that allows to calculate the atomic trajectories of a molecular system by numerical integration of Newton’s equation of motion, for a specific interatomic potential [112, 57, 58, 59].

In principle the dynamic of a system requires a quantum-mechanical treatment of constituents and the solution of the time dependent Schrödinger equation, that is possible only for extremely simple systems. Therefore, the application of approximations turns out to be essential.

The first approximation used, is that of Born-Oppenheimer [113], that takes into account the heaviness of the nuclear mass with respect to the electronic one. The motion of the nuclei and the electrons can therefore be separated and the electronic and nuclear problems can be solved with independent wavefunctions.

The second approximation is to neglect the quantomechanical effects on the atoms, considering them as classical particles. In these conditions the Newton’s equation of motion \( F = ma = -\nabla V \) can be solved by calculating the forces as gradients of the potential energy function, that depends on the atomic coordinates.

A.1.1 \textit{Verlet algorithm}

Even in the classical approach, due to the complicated nature of the systems, typically there is no analytical solution to their equations of motion and they must be solved numerically. In particular, in the Verlet algorithm [114] the basic idea is to write two third-order Taylor expansions for the positions \( \mathbf{r}(t) \), one forward and one backward in time:

\[
\mathbf{r}(t + \Delta t) = \mathbf{r}(t) + \mathbf{v}(t)\Delta t + \ldots. (t)\Delta t^2 + (1/6) \mathbf{b}(t)\Delta t^3 + O(\Delta t^4)
\]  

(A.1)
\[ r(t - \Delta t) = r(t) - v(t)\Delta t + \ldots (t)\Delta t^2 - (1/6)b(t)\Delta t^3 + O(\Delta t^4) \]  
(A.2)

Adding the two expressions the position at later time is obtained:

\[ r(t + \Delta t) = 2r(t) - r(t - \Delta t) + a(t)\Delta t^2 + O(\Delta t^4) \]  
(A.3)

where \( a(t) \) is the force divided by the mass:

\[ a(t) = -(1/m)\nabla V (r(t)) \]  
(A.4)

Velocities are not directly generated. One could compute the velocities from the positions by using:

\[ v(t) = \frac{r(t + \Delta t) - r(t - \Delta t)}{2\Delta t} + O(\Delta t^2) \]  
(A.5)

The error associated to this expression is of order \( \Delta t^2 \) rather than \( \Delta t^4 \).

A more used and efficient method for the integration of the equation of motion is the Velocity Verlet algorithm [115]. In this case the positions are calculate at time \( t + \Delta t \):

\[ r(t + \Delta t) = r(t) + v(t)\Delta t + \frac{1}{2}a(t)\Delta t^2 \]  
(A.6)

The velocities are calculated at one half timestep \( t + \frac{\Delta t}{2} \):

\[ v(t + \frac{\Delta t}{2}) = v(t) + \frac{1}{2}a(t)\Delta t \]  
(A.7)

Forces and accelerations are computated at \( t + \Delta t \):

\[ a(t + \Delta t) = -(1/m)\nabla V (r(t + \Delta t)) \]  
(A.8)

At last, we obtain the velocity at the time \( t + \Delta t \):

\[ v(t + \Delta t) = v(t + \frac{\Delta t}{2}) + \frac{1}{2}a(t + \Delta t)\Delta t \]  
(A.9)

The Velocity Verlet algorithm has the advantage to be stable and to allow the use of relatively large timesteps (1 fs for most of the calculations in this thesis), requiring a lower computational time.
A.1.2 The thermodynamic ensembles

The correct numerical integration of the Newton’s equation of motion must provide the conservation of the total energy of the system (potential plus kinetic energy). If the system is composed by a constant number of particles $N$, it has a constant volume $V$ and a constant energy $E$, the statistical system (ensemble) is called microcanonical (NVE).

If the simulation requires constant temperature or pressure, different ensembles can be used. In a canonical ensemble (NVT) the temperature is fixed by coupling the system with a thermal bath (the energy fluctuating around the average value). In a NPT ensemble also the pressure is kept constant by using a suitable barostat.

A.1.3 Temperature control

Since, typically, the stability and the control of the temperature is a key issue in a simulation, is important to find a method to control it. The temperature of the system can be related to the microscopic quantity of the system by the equipartition energy theorem

$$\frac{1}{2} \sum_i^N m_i v_i^2 = \frac{1}{2} N_f k_B T \quad \text{(A.10)}$$

The temperature $T$ can be expressed as function of the atomic velocities

$$T = \frac{1}{N_f k_B T} \sum_i^N m_i v_i^2 \quad \text{(A.11)}$$

where $N$ is the number of atoms, $N_f$ is the number of degrees of freedom, $k_B$ is the Boltzmann constant and $m_i$ and $v_i$ are the mass and the velocity of the atom $i$. For a molecule composed by $N$ atoms the total degrees of freedom are $N_f = 3N - N_b$ where $N_b$ is the number of the bonds.

A rough method to control the temperature in a MD simulation is given by the velocity rescaling method. If the temperature at the time $t$ is $T(t)$, it is possible to drive the system to a target temperature $T_0$ by rescaling the velo-
ities by a factor $\lambda$. The associated temperature change is calculated as:

$$
\Delta T = \frac{1}{2} \sum_{i=1}^{N} 2 \frac{m_i (\lambda v_i)^2}{Nk_B} - \frac{1}{2} \sum_{i=1}^{N} \frac{m_i v_i^2}{Nk_B}
$$

(A.12)

$$
\Delta T = (\lambda^2 - 1) T(t)
$$

(A.13)

$$
\lambda = \sqrt{\frac{T_0}{T(t)}}
$$

(A.14)

Unfortunately, with this method the fluctuations of the kinetic energy of the system are suppressed and the trajectories produced are not consistent with the canonical ensemble.

A better method to control the temperature is the Berendsen approach [116] that consists in coupling the system with an external heat bath at fixed temperature $T_0$. The velocities are scaled accordingly to the following equation:

$$
\frac{dT(t)}{dt} = \frac{T_0 - T(t)}{\tau}
$$

(A.15)

where $\tau$ is a time constant. The temperature change after one timestep is

$$
\Delta T = \frac{\delta t}{\tau} (T_0 - T(t))
$$

(A.16)

where $\delta t$ is the integration step. Putting the Equation A.13 in the Equation A.16 it is found:

$$
(\lambda^2 - 1) T(t) = \frac{\delta t}{\tau} ((T_0 - T(t))
$$

(A.17)

Finally, the scaling factor $\lambda^2$ is:

$$
\lambda = \sqrt{1 + \frac{\delta t}{\tau} \left( \frac{T_0}{T(t)} - 1 \right)}
$$

(A.18)

The correct choice of $\tau$ is very important. In fact, the limit $\tau = \delta t$ brings back the velocity rescaling method while for $\tau \to \infty$ the dynamics will sample the microcanonical ensemble and the Berendsen approach would be ineffective.
Finally, $\tau$ too small produces unrealistical low temperature fluctuations. A typical and efficient choice for $\tau$ is $\sim 100\delta t$.

The Nosé Hoover [117, 118] approach is an improvement of the Berendsen method in which an extra degree of freedom $s$ is introduced. This new variable is associated with a “mass” $Q$ that determines the coupling between the bath and the real system controlling the temperature fluctuations.

### A.1.4 Periodic Boundary Conditions (PBC)

In order to minimize the number of atoms in a simulation and to avoid surface effects, the Periodic Boundary Conditions (PBC) can be introduced. They allow to simulate a finite system in a cell periodically repeated in the three directions of the space. Each particle interact with the other particles in the cell and with the others in the image cells within the cutoff distance, thus simulating an infinite system.

### A.2 the force field

The critical requirement for MD is the choice of a suitable potential that well describes the physical properties of the material of interest. Model Potential Molecular Dynamics (MPMD) makes use of empirical potentials, whose parameters, obtained by experiments or ab initio calculations, are fitted to reproduce the physical properties of the system considered.

Among the more common force fields there are AMBER [60], CHARMM [119], Gromos [120] and OPLS [25].

In this work the calculation for the organic components have been performed by using the AMBER (Assisted Model Building Refinement) force field, particular suitable for the study of organic materials. The Amber force field considers two kind of interactions: the bonded and the non-bonded [60].
A.2.1 Bonded interaction

The bondend interactions involved three contributions [60]:

\[ U_{\text{bonded}} = U_{\text{bonds}} + U_{\text{angles}} + U_{\text{dihedrals}} \]  (A.19)

\[ U_{\text{bonds}} = \sum \frac{1}{2} K_b (r - r_0)^2 \] describes the energy between covalently bonded atoms. \( K_b \) is the constant of the force, \( r_0 \) is the equilibrium distance between two atoms and \( r \) is the length of the bond (Figure A.2 top left).

\[ U_{\text{angle}} = \sum \frac{1}{2} K_a (\theta - \theta_0)^2 \] describes the energy due to the deformation of the angle formed by the three particles. \( K_a \) is the constant of the force and \( \theta_0 \) is the equilibrium angle between the atoms and \( r \) is the length of the bond (Figure A.2 top right).

\[ U_{\text{dihedral}} = \sum \frac{1}{2} V_\phi (1 + \cos(n\phi - \phi_0)) \] represents the potential due to the torsion angles. The energy is linked at the rotation around a bond. \( V_\phi \) is a constant that defines the rotation barrier around the bond, \( \phi_0 \) is the equilibrium dihedral angle and \( n \) is the multiplicity of the torsions (Figure A.2 bottom).

\[ \text{Figure A.1: Bonding (top left), angular (top right) and dihedral (bottom) interaction between two, three and four atoms.} \]

A.2.2 Non-bonded interaction

The non-bonded interaction involves the atoms not chemically bonded or separated by three or more bonds. It is the sum between the Coulombic attraction and the van der
Waals interaction modelled on the Lennard-Jones potential [121]:

\[
U_{\text{non-bonded}} = U_{vdW} + U_{\text{Coul}} = 4\epsilon_{ij}\left(\sigma_{ij}^{12}/r_{ij}^{12} - \sigma_{ij}^{6}/r_{ij}^{6}\right) + \sum q_i q_j/4\pi\epsilon_0 r_{ij}
\] (A.20)

where \(\epsilon\) is the depth of the potential well, \(\sigma\) is the finite distance at which the inter-particle potential is zero and \(r_{ij}\) is the distance between the particles. The repulsive term describes the Pauli repulsion at short ranges due to overlapping electron orbitals, while the attractive long-range term describes the attraction at long ranges (dispersion force).

![Figure A.2: Example of Lennard-Jones type potential for two atoms.](image)

The interaction between the metal oxide are calculated by using the Buckingham potential [62, 70]:

\[
U_{\text{buck}} = A \exp\left(-\frac{r_{ij}}{B}\right) - \frac{C}{r_{ij}^6}
\] (A.21)

where \(A\), \(B\) and \(C\) are parameters fitted in order to reproduce experimental data.

The non-bonded interaction are the more computationally expensive, with the time calculation proportional to the square of the number of atoms, \(N^2\), than to \(N\) as in the case of the bonded contributions.

An efficient method to spare computational time is represented by the Ewald sum [122]. In this method each point charge is surrounded by a charge distribution of the same
magnitude and opposite sign that spreads out radially from
the point charge up to a cutoff distance with a Gaussian
distribution. The interaction is separated in two contribu-
tion: the short-range, representing the screening interac-
tion between neighboring charges, is calculated in the real
space, while the long-range, representing the cancelling
charge distribution of the same sign as the original charge,
is calculated in the reciprocal Fourier space where the con-
vergence is faster [58]. By using the Ewald summation, the
computational workload scales as $N \log(N)$ instead than
as $N^2$.

A.3 METHODS

In this section we describe the specific technicalities used
in the simulations of the present thesis.

The MPMD calculation performed in chapter 2, chapter 3 and chapter 4 have been performed by using the
DL_POLY code [123], while in chapter 5 we used the Lammps
code [124]. Some of the trajectories are analyzed by using
the VMD molecular visualization program [125].

The protocol for the relaxation of the systems consists
in low temperature annealings (0.1 ns at 1K) followed by
atomic forces relaxations based on standard conjugated
gradients algorithm [126]. The calculations at room tem-
perature have been performed by using the NVT or the
NPT ensemble, in particular the Nosé-Hoover thermostat
and barostat [117, 118].

Interactions within ZnO have been described as the sum
of Coulomb and a Buckingham-type two-body potential
[70, 127]. As for P3HT, the THF and the ZnPC we adopted
the AMBER force field [60], including both bonding and
nonbonding contributions. For hybrid interactions, we used
a sum of Coulomb and Lennard-Jones contributions [42].
The velocity Verlet algorithm [115] with a time step of 1.0 fs
has been used to solve the equations of motion. The atomic
partial charges has been calculated according to the stan-
dard AM1-BCC method [128]. A mesh Ewald algorithm
[122] has been used for the long-range electrostatic forces
and the Van der Waals interactions have been cutoff at 9.5
Å.
In chapter 3, first-principles calculations for the transport properties have been performed within Density Functional Theory (DFT) level. The estimate of the electronic coupling for cofacial dimers has been obtained using the so-called "energy splitting in dimer" method [93]. In this method the transfer integral for holes can be computed evaluating the energy difference between the orbitals resulting from the overlap of the highest occupied molecular orbitals of the two interacting molecules: 

\[ J_{\alpha\beta} = \frac{1}{2} (\epsilon_{HOMO} - \epsilon_{HOMO-1}) \]

where \( \epsilon_{HOMO} \) and \( \epsilon_{HOMO-1} \) are the energies of the two highest occupied molecular orbitals of the dimer. We used the gradient-corrected PBE density-functional [129] together with a plane-wave basis set and ultrasoft pseudopotentials as implemented in the CPMD [130] program package; to account for dispersion interactions we used the empirical dispersion correction proposed by Grimme [108], that adds a Van der Waals-type term scaling as \( R^{-6} \) into the total energy of the system.

As for the ab initio methods used in chapter 4, DFT+U calculations have been performed by using the Quantum-ESPRESSO package[107]. Total energies have been calculated by using ultrasoft pseudopotentials[131], by expanding Kohn-Sham eigenfunctions on a plane-wave basis set. The cutoff has been set at 35 Ry on the plane waves and at 280 Ry on the electronic density. The electronic properties of the ZnO/P3HT system, of the ZnO/ZnPc system, and of the double-interface ZnO/ZnPc/P3HT system have been investigated by analyzing the electronic eigenvalues calculated at the \( \Gamma \) point. The exchange-correlation functional has been obtained by adding an ab initio non-local van der Waals correlation contribution[132, 133] to the semilocal gradient-corrected PBE functional[129]. An Hubbard U correction [134, 135] has been applied to the Zn 3d and O 2p atomic shells, thus allowing for an optimal position of ZnO band edges with respect to the molecule and polymer HOMO-LUMO levels. A P3HT oligomer, formed by four monomers has been used to simulate the properties of the polymer. Finally, optical absorption spectra ranging from the near-IR to the near-UV regions have been calculated by using a recent approach to the solution of the Bethe-Salpeter equation within the framework of time-dependent density matrix perturbation theory (TDDFPT) [136, 137].
In chapter 5, the interaction between the single THF molecule and the ZnO surface at DFT level have been performed by using the Quantum-ESPRESSO [107] code. We used Vanderbilt ultrasoft pseudopotentials with the Perdew-Burke-Ernzerhof (PBE) version of the generalized gradient approximation (GGA) exchange-correlation functional [129]. Kohn-Sham eigenfunctions have been expanded on a plane-wave basis set by using cutoffs of 30 Ry on the plane waves and of 300 Ry on the electronic density. The Grimme [108] correction has been used to include the effects of dispersion interactions. In addition to the 13 atoms of the THF, the surface cell contained a 3x2 slab formed by 4 atomic layers of ZnO (48 atoms) and 30 Å of empty space. The electronic properties of the system have been investigated by analyzing the electronic eigenvalues calculated at the Γ point.
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