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Summary

Our ability to answer some of the most fundamental questions of drug development process, such as how proteins undergo conformational changes to bind a ligand, what are key protein residues which play pivotal role for the binding, why a compound is active or inactive, or how its activity might be improved, how protein dynamics is changed on introduction of resistant mutations, how resistant mutations render protein resistant against inhibitors, what the mechanism of resistance changes in the binding free energy of a particular drug candidate or the mechanisms and energetic consequences of conformational changes in a protein etc, is limited often by our inability to appropriately catch dynamic features, including interactions with the solvent, in a crystallographic structure which is just an average structure and thus lacks dynamics.

Here is where various biophysics based computational techniques come to our rescue, which provide huge wealth of information related to protein dynamics and protein-ligand recognition. These methods have grown in their effectiveness because of advances in algorithms, representations, and mathematical procedures for studying such processes and are in the position of providing improved understanding of the basic science, the biological events and molecular interactions that define a target for therapeutic intervention. However, the approximations introduced in the computational approaches at different levels make a single technique in many cases inappropriate to tackle the dauntingly complex problems related to the drug design. Thus, a continuous feedback with experiments is required but also the appropriate combination of different computational strategies might be helpful.

This work represents the application of computational techniques, such as docking, molecular dynamics, algorithms to calculate free energy of binding of ligands into the binding pocket (MM-PBSA) and algorithms to study rare events (like unbinding of ligand from the binding site, Metadynamics, etc.) to explore, at microscopic level, the key pattern of interaction between protein and ligand, to understand the effect of mutations, to get an insight of the full and undocking path and to calculate binding energetics.

In this thesis, polymerases of three positive strand RNA viruses, viz, Hepatitis C Virus (HCV), Bovine Viral Diarrhea Virus (BVDV) and Human Immunodeficiency Virus (HIV) have been targeted with an aim to come out with more potent antivirals effective against wide range of resistant mutations. These viruses have created havoc by effecting Human race directly or indirectly and thereby creating an urgent need for further refinement and new development of antivirals drugs. Herein, plethora of computational techniques has been applied on the three protein systems to answer fundamental questions of drug resistance, drug inhibition and providing clues for improvement of antivirals.
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1) Introduction:


Figure 2: A global View of HIV infection, 33.3 million people [31.4-35.3] living with HIV, 2009. Adapted From: Joint United Nations Programme on HIV/AIDS(UNAIDS) and World Health Organization (WHO) 2009 AIDS epidemic update

Figure 3: HCV genome organization (top) and polyprotein processing (bottom). Structural biology of hepatitis C virus. Penin F, Dubuisson J, Rey FA, Moradpour D, Pawlotsky JM.

Figure 4: Cartoon representation of HCV RdRp. Different domains of RdRp viz thumb in blue, finger in green, and palm in magenta.

Figure 5: Cartoon representation of BVDV RdRp. Different domains of RdRp viz thumb in blue, finger in green, palm in magenta and unique N-terminal is yellow in color.

Figure 6: Cartoon representation of HIV-RT. Two subunits P66 (colored according to the subdomains) and P51 (white) are depicted here. Finger is represented in blue, Palm in red, Thumb in green, the connection in magenta and RNaseH in yellow. The template is also represented here with the two strands being colored in orange and cyan.

Figure 7: The structures of NM 283 (left) and NM 107 (right)

Figure 8: Ribbon representation of the overall structure of HCV NS5B polymerase representing four NNIs binding site in different domains

Chapter 3)

Figure 1: The structure of HCV (B) and BVDV (C) RdRps are represented with their different subunits and domains: the thumb is colored in dark green, fingers are colored in ice blue and the palm domain along with unique N-Terminal domain is colored in purple. The surface view areas highlight the binding site of 227G in HCV (thumb) and BVDV (finger) respectively. (A) Ball-and-stick representation of 227G with all atoms labeled according to the notation of the force field. 227G is well characterized as ring I, II, arms, anchor and its tail. All images are generated by VMD [Humphrey 1996].

Figure 2: Two different orientation of 227G in BVDV and HCV RdRp. Orientations are taken on the basis of the criteria mention in material and methods. During MD simulation we observed, one orientation of 227G is stable enough during whole length of trajectory while other one resulted into protein-227G dissociation in each case. (A) stable state of 227G in case of BVDV while B)- is unstable state. C) - stable state of 227G in HCV and D)- unstable state respectively. The instability of 227G is because its failure to acquire its arm and tails in to their respective pockets. In both cases the key residues are same and their mode of interaction is almost same, but stability of only one pose clearly explained the specificity of 227G orientation.

Figure 3: HCV RdRp, surface view representing the different pockets of cavity. Pocket1 and pocket2 are colored yellow and blue respectively while the extended hydrophobic cavity is represented in orange. A) depicts the active state of the protein wherein the Lys30 and Lys31 residues of the lambda1 loop sub optimally occupy the sub pocket1 and pocket2 of the cavity. B) 227G accommodates itself in the HCV RdRp cavity. Arms of 227G occupy the sub pockets which in the apo protein is occupied by residues of lambda1 loop. C) Binding cavity of HCV RdRp, indicating three different sub-pockets, I, II and extended pocket. Different arms of inhibitor
occupying different pockets of the cavity. The CMF (white), 2DSX (pink) and 227G are green in color. The CMF and 2DSX correspond to their respective PDB ids.

**Figure 4:** Interaction map of BVDV RdRp and HCV RdRp in complex with 227G. (A). The spiral rings indicate hydrogen bonds (HB) involving residues Asp126, Ser533 and Ala221, as well as a salt-bridge between Asp126 and Asn264. Four loops L1, L2, L3 and L4 are represented in pink while Motif-I is in blue. Residues contributing in HpH interactions are represented by VdW surface and are coloured white. (C) the helices (H1, H2 and H3) outlining the cavity are coloured pink. Residues outlining the cavity are shown in VdW surface view as well as indicated by ball and stick representation. (B & D) Statistics of HpH contacts formed between 227G-BVDV 227G-HCV complexes respectively. Labels on the X-axis refer to the atoms of 227G as in Fig. 1c while on the Y-axis the interaction lifetime is reported as fraction of the entire simulation time.

**Figure 5:** Hydrogen Bond Interaction network: Inter (227G-Asp126), Intra (Glu128-Asp126) & (Asp126-Asn264), water mediated interaction (227G:N1-WAT) & (WAT:Glu128), as mentioned in Table 3. This network is strong enough having occupancy more than 80%.

**Figure 6:** RMSD of whole system as a function of time relative to the starting structures in both HCV and BVDV, APO and COMPLEX.

**Figure 7:** Average RMSD during the simulation for each residue with respect to a reference snapshot. We observed huge fluctuations in the wild type as compared to the complex. Maximum peaks were obtained in the N-terminal region, residue surrounding motif-I and motif-II and loop L3 in Apo which got stabilised on 227G binding.

**Figure 8:** Top view of the template entrance channel of BVDV RdRp is indicated by blue and the rest protein is in ribbon and green color. The putative binding cavity encircled by Loops L1, L2, L3 and L4 in the template entrance channel. (A) The cavity view in crystal structure, indicates enough space for the entrance of template, while in (B) 227G, indicated in yellow color, totally blocks the entrance to the channel. (C) Depicts the superposition of the averaged structures of the loops in complex (yellow) and Apo (violet) while the crystal is presented in red color. For the calculation of area, we considered L1, L2 and L4 which showed maximum variation between complex and Apo protein. The distances between residues R127 (L4-white), F224 (L2-yellow) and A392 (L1-orange) sampled during the simulations were used to calculate the area of the cavity in the complex and in apo-protein. (D) Distribution of the area during the simulations for the Apo-protein is shown by the green curve while the red indicates the complex system. The black line indicates the value extracted from the X-ray structure.

**Figure 9:** Superposition of HCV and BVDV RdRp complexes, taking their average pdb from their respective simulation in each cases. HCV RdRp is in green in color while BVDV RdRp is red in color. 227G in each case is rendered in VDW and lies in thumb and finger domain of HCV and BVDV system respectively.

**Chapter 4**

**Figure 1:** Complete overview of the location of binding site of PS999 and PS1036 complex systems. The snapshot taken were the average structures for both the systems. The compounds are render in VdW, binding site residues are in ball and stick model, while binding cavity is in surface view. Whole protein rendered in ribbon, coloring in secondary structure form.

**Figure 2:** Expanded view of interaction between key residues of binding cavity of PS999 (A) and PS1036 (B). Snapshot taken from the deepest minima in both PS999 and PS1036. Binding site residues are shown here using ball-sticks representation (basic: blue, acidic: red, hydrophobic: white). In panel (A) Interaction map of PS999, residues involved in making HB with PS999 are Pro262 of motif-I and Arg127 of loop L1, while in panel (B) Interaction map of PS1036, Pro262 and Asn264, both from motif-I.

**Figure 3:** Average ligand-residue interaction energies in kcal/mol over compound PS999 and PS1036 for the residues that contribute most to the ligand-surrounding. In the upper panel the interaction energy of WT and Mutant with PS999. In lower panel interaction energy of PS1036. The residues highlighted in bold are resistant mutant which reduces considerable in mutant (Red bar) with comparison to WT (black bar).
Figure 4: A) The two-dimensional Free energy surface (FES) of PS999’s undocking process, as a function of \( g_{dist} \) and \( HpH \) contacts. Each line corresponds to 1 kcal/mol, where each color and each line correspond to 1 kcal/mol. A) this panel represents the FES of PS999, showing two deep minima while panel B) represents the FES of PS1036 with only one minima. B) Evolution of the center of mass of PS999 during the metadynamics simulations of the undocking process. The residues of the putative binding site are highlighted in licorice. C) Pictorial representation of closing of binding site in mini2 (green in color), as compared to the mini1 (purple and transparent).

Figure 5: A) The two-dimensional Free energy surface (FES) of PS1036’s undocking process, as a function of \( g_{dist} \) and \( HpH \) contacts. Each line corresponds to 1 kcal/mol, where each color and each line correspond to 1 kcal/mol. A) this panel represents the FES of PS1036, showing two deep minima while panel B) represents the FES of PS1036 with only one minima. B) Evolution of the center of mass of PS1036 during the metadynamics simulations of the undocking process. The residues of the putative binding site are highlighted in licorice.

Figure 6: Electrostatic potential map of the PS999-binding pocket of BVDV RdRp. A) PS999 in WT B) PS999 in A392E mutant (positive in blue; negative in red and neutral in white in color). The major notable difference on electrostatic map of PS999 is pointed with arrow in both cases, shown the effect of mutation A392E.

Chapter 5

Figure 1: Ribbon representation of the overall structure of HCV NS5B polymerase in blue along with transparent surface view in white. Solid surface representations of four allosteric binding sites are also shown. The dark red colored surface corresponds to the thumb allosteric binding pocket of indole group “siteA”; the dark green colored surface corresponds to the 2nd thumb allosteric binding site “site B”, the dark yellow colored surface corresponds to the allosteric binding site situated in the palm domain “site C” and the dark skyblue colored surface correspond to 2nd palm domain binding site “site D”.

Figure 2: Depicts the final docking conformations taken for each compound in each of the four binding site. Residues defining the cavity, as obtained by our analysis of X-ray structures are presented as licorice. It should be noted here that while in case of PS1126 we were able to get good clusters in all the four site, on the contrary, there docking was not successful for site D in case of PS1101 and PS1097.

Figure 3: Expanded view of interaction between key residues of binding cavity of PS1126. Snapshot taken from the average structure from the equilibrium of 20ns MD simulation. The Binding site residues are shown here using sticks representation (basic: blue, acidic: red, hydrophobic: white) while compounds are in ball and stick in cyan color. In panel (A) and (B) Interaction map and interaction energy of PS1126 Average ligand-residue interaction energies in kcal/mol over compound PS1126 for the residues that contribute most to the ligand-surrounding.

Figure 4: In the panel one; the three key residues Arg200, Asn316 and Cys366 shown in stick. The arrangement of these residues, “hinge”, with the spiral ring represent the HB between Arg200 and Asn316, which opens in presence of PS1126. In the panel two, the possible population states for torsions of residue Arg200. The atoms forming ramachandran torsions (\( \Phi \), \( \Psi \)) are: \( \Phi \) torsion are: CB-CG-CD-NE; and \( \Psi \) torsion are: CG-CD-NE-CZ. The Ramachandran dihedral illustrating the change in the side chain dihedral angles upon ligand binding. In panel (C) for \( \Phi \) torsion (Apo) [-80:25], [30:120] and [150:225] and for complex [-100:-40], [130:225]. In panel (D) \( \Psi \) torsion are [-180:50] for Apo and for complex [150:250]. The panel C is the population states of Cys366 in presence of ligand. The distribution for Apo are [-100: -40], [50:110] and [150:215], while for complex [-100: -40] and [160:230].

Figure 5: Expanded view of interaction between key residues of binding cavity of PS1097, PS1101 and PS1126. Snapshot taken from the average structure from the equilibrium of 20ns MD simulation. The Binding site residues are shown here using sticks representation (basic: blue, acidic: red, hydrophobic: white) while compounds are in ball and stick in cyan color. In panel (A) and (B) Interaction map and interaction energy of PS1097; panel (C) and (D) Interaction map and interaction energy of PS1101 and panel (E) and (F) are Interaction map and interaction energy of PS1126. Average ligand-residue interaction energies in kcal/mol over compound PS1097, PS1101 and PS1126 for the residues that contribute most to the ligand-surrounding.
**Figure 6:** Expanded view of interaction between key residues of binding cavity of PS1097, PS1101 and PS1126. Snapshot taken from the average structure from the equilibrium of 20ns MD simulation. The Binding site residues are shown here using sticks representation (basic:blue, acidic:red, hydrophobic:white) while compounds are in ball and stick in cyan color. In panel (A) and (B) Interaction map and interaction energy of PS1097; panel (C) and (D) Interaction map and interaction energy of PS1101 and panel (E) and (F) are Interaction map and interaction energy of PS1126. Average ligand-residue interaction energies in kcal/mol over compound PS1097, PS1101 and PS1126 for the residues that contribute most to the ligand -surrounding.

**Figure 7:** Key structure playing crucial role in polymerization. These five structurally and functionally mportant region shown as β hairpin in brown, C-terminal in blue, inner core of thumb domain in green, primer-grip in yellow and catalytic triad, red in color. The compounds PS1097(sky blue), PS1101 (mauve), and PS1126(yellow) in wireframe into their specific binding mode in their binding site. The resistance mutation of that corresponding residues are shown in stick (res-type).
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1) Background and Computational Approaches
Introduction

The journey for Development of antiviral has always been a roller coaster ride. For nearly two decades, (around 1947-1950) futile attempts on the use of bacterial antibiotics on a number of viral infection led to the dogma that viruses are not susceptible to antibiotics and that selective toxicity for these obligate intracellular parasites was unattainable. Clearly, 1950 experienced something of a FALSE DAWN for the concept of specific antiviral therapy. In 1959 a major breakthrough occurred in the field of antivirals, with the discovery of 5-iodo-2'-deoxyuridine (idoxuridine, IDU) by Dr Bill Prusoff and the identification of its antiviral properties [1,2,3]. In 1972, another landmark, ribavirin [4,5] was reported as the first broad-spectrum antiviral acting against many different virus families, notably the negative RNA strand Virus, RNA Syncytial virus. Then came the advent of acyclovir [6,7], which is acknowledged as the major milestone in antiviral drug discovery. Noteworthy, its particular mechanism of HSV inhibition and its pharmacology made it one of the safest drug of all times with almost no side effect described during three decades of use.

Many decades after their birth, antiviral have, at last definitely come of age, 37 antivirals have been approved for the treatment of viral diseases with their application primarily aimed at therapy of herpesvirus as well as HIV, HBV and HCV. Much has been done, yet a lot have to be done.

For example, even after 21 years from the discovery of hepatitis C virus (HCV), 170 to 200 million people worldwide are believed to suffer from chronic HCV infection, a blood-born disease that targets the liver and progresses to organ cirrhosis and primary cancer in a significant proportion of patients. To give the numbers, hepatitis C (officially recognized as the “silent epidemic”) infected approximately 180 million people worldwide, and it is the leading reason for liver transplantation in the United States [Fig. 1] [8,9]. No vaccine or effective therapy broadly targeting all genotypes of HCV [10] is disposable at present; treatment options against HCV include pegylated interferon α alone or in combination with ribavirin, a broad spectrum antiviral agent. Antiviral treatment is unlikely to induce significant population-wide reductions, and mortality is expected to continue to increase, at least in the next 10-20 years.

Similar story exist for human immunodeficiency virus (HIV) infection, of which the appearance was first reported in 1983. Now, 25 years after the inhibitory effects of the first anti-HIV drug, azidothymidine (AZT) [1] on the replication of HIV were described (then called HTLV-III (human T-cell lymphotropic virus type III) or LAV (lympha- denopathy-associated virus) more than 20 anti-HIV drugs, belonging to 7 classes, have been added to the armamentarium of HIV antiviral database. These efforts have transformed what used to be a rapid and lethal infection into a chronic condition that can be controlled for many years through combination therapies with different classes of antiviral drugs — known as highly active antiretroviral therapy (HAART) but complete eradication is not yet possible. According to the Joint United Nations Programme on HIV/AIDS (UNAIDS) and World Health Organization (WHO) 2009 AIDS epidemic update, approximately 33.3 million people globally are living with HIV infection, 2.3 million of whom are children (Figure 2). One in 155 adults and adolescents are infected with HIV globally, with an astonishing rate of one in 21 in Sub-Saharan Africa. [11] In the USA alone, more than half a million people were living with HIV in 2007, and 44,000 new cases were reported in the same year. [12] We should therefore guard against triumphalism, for much remains to be done: the pandemic’s toll still rises, and we cannot be certain when it will reach the high water mark.

Another viral pathogen, Bovine viral diarrhoea virus (BVDV), has created havoc by affecting cattles and resulting into wide assortment of disease manifestations which include resorption, mummification, or abortion of the dead fetus while those fetuses who survive early infection may be malformed or blind, may have skeletal defects, respiratory problems, underdeveloped brain or weak immune system. [13] This not only cause high mortality in cattle but also create huge economic burden.
**Figure 1:** Global variations in age adjusted incidence rates of liver cancer, prevalence of chronic HCV infection and chronic HBV infection. Adapted from: Yang, J. D. & Roberts, L. R. (2010) Hepatocellular carcinoma: a global view Nat, Rev. Gastroenterol. Hepatol. doi:10.1038/nrgastro.2010.100

**Figure 2:** A global View of HIV infection, 33.3 million people [31.4-35.3] living with HIV, 2009. Adapted From: Joint United Nations Programme on HIV/AIDS(UNAIDS) and World Health Organization (WHO) 2009 AIDS epidemic update.
All this above mentioned statistic put forth the gravity of antiviral infection in human and animal alike thereby creating an urgent need to develop effective antivirals. A combined effort coming from chemistry, pharmacology, microbiology, biochemistry and biophysics is needed for the development of broad spectrum or specific antivirals.

One of the major obstacles to antiviral therapy is the development of resistant mutation and, as a matter of fact, all active antiviral agents have shown to select for resistance mutations. Virus replication is an error prone process resulting in a large number of variants (quasispecies) in patients. Resistance is the cause and/or the consequence of treatment failure. Viral infection is characterized by a very high replication rate, with the production of 1 to 10 billion new virus particles per day in an untreated infected individual. Moreover, viruses lack proof-reading functionality, and this results in an average error rate per detectable nucleotide incorporated of 1/1700. Hence focus is needed on the development of antivirals effective against wide range of resistant mutation as well as coming up with combination therapy as the 'High active anti retroviral Therapy' (HAART) in case of HIV infection.

Life cycle of viral life cycle include various steps, all of which can be targeted for the development of antiviral therapy. These steps broadly encompass viral attachment, entry, and fusion; viral RNA translation; post translational processing; HCV replication; and viral assembly and release. Among the other targets, Viral polymerase, which is strictly required for viral replication, has been the focus of intense drug discovery activity as they are considered as significant targets for therapeutic intervention. Several reasons that makes viral polymerase an excellent target for antiviral investigation include: 1) Successes stories in targeting the polymerases from other viral systems such as cytomegalovirus (CMV), herpes simplex virus (HSV), hepatitis B virus (HBV); 2) The most promising antivirals target viral proteins or processes that are not endogenous to host cells. Close structural homologs of the polymerase do not exist within the uninfected host cell and hence it makes it an interesting target for fighting viral infection. Compared to the host RNA and DNA polymerases, polymerase has distinct subcellular localization at the interface of the endoplasmic reticulum (ER) membrane and cytoplasm, a novel catalytic mechanism and many unique structural features, all of which make it an attractive target for developing effective and selective anti-Viral therapeutics.

From a biochemical point of view, the polymerase works in three stages: 1) initiation, 2) transition, and 3) elongation phase. In theory, polymerase inhibitors could potentially target all these steps either by acting at one or several of them.

Polymerase inhibitors falls into two categories: Nucleoside and non-Nucleoside inhibitors. Nucleoside analogue inhibitors (NI), discovered through the rational search for substrate analogues, target the active site of polymerase, either competing with natural NTP substrates and/or acting as “chain terminators”, or causing a mutational “error catastrophe” by being incorporated into the elongating nascent RNA molecule. NIs are often endowed with a broad-spectrum antiviral activity, due to the fact that, during evolution, RNA viruses have remained unchanged certain sequences of their RdRp, by virtue of the key role in the process of transcription and replication of viral genomes. However, the effectiveness of nucleoside analogues has been reported to be compromised due to the generation of resistant mutants and the adverse side-effect, necessitating the development of new inhibition targets and inhibitors of NS5B. Accordingly, the non-nucleoside inhibitors binding to allosteric sites distinct from the active site have begun to be identified through high throughput screening (HTS) and crystallographic analysis of the inhibitor–NS5B complex. NNI target the alloenzyme free of substrate and uncomplexed with any other non-structural replicative proteins. They are inactive when the enzyme has entered the processive RNA elongation phase, which suggests that they target preferentially the initiation phase, by blocking the enzyme, thereby preventing conformational change needed for the polymerization. In fact, with the allosteric polymerase inhibitors, the non nucleoside inhibitors, development of antiviral polymerase inhibitors has reached a stage where one could truly talk about rational design of polymerase inhibitors.

Considering the gravity of viral infections, with special reference to BVDV, HCV and HIV viral pathogens, the main objective of my thesis is to address the challenges encountered in the development and improvement of effective antivirals against the former mentioned pathogens. Recent success obtained in combating these viruses by targeting NNI against the viral polymerases have prompted me to study and explore in depth the
molecular recognition of the NNIs against the viral polymerases. This work represents the application of several computational techniques, such as docking, molecular dynamics, algorithms to calculate free energy of binding of ligands into the binding pocket (MM-PBSA) and algorithms to study rare events, such as unbinding of ligand from the binding site (Metadynamics) to explore, at microscopic level, the key pattern of interaction between protein and ligand, to understand the effect of mutations, to gain an insight of the full docking and undocking path and to calculate binding energetics, all with an aim to develop and improve effective NNI antivirals against the former mention three viral polymerase systems.

Due to the recent developments in the field of chemistry, pharmacology, microbiology, biochemistry and biophysics, development of new antivirals is no longer confined to the imagination of chemist but results from a direct dialogue between biologist, chemist and computational biologist. Another ground breaking development was provided by the human genome project[14,15] as well as further projects to resolve the genome of organisms which led to an abundant amount of information about the amino acid sequences of proteins in these organisms. The wealth of knowledge about genetic sequences and sequences of amino acid, is invaluable for the modern taxonomic identification.[16,17] Thus, such DNA bar coding complements the classical way of determining the taxonomy of organisms by their phenotype with a close inspection of the genotype as well.

However, the amino acid sequence of proteins yields only limited information about the structure and function of biological macromolecules. Processes such as 1) molecular recognition with respect to protein-ligand interaction, 2) catalytic function of enzymes, gating mechanisms in ion channels, 3) conformational change required by the protein to accommodate the ligands into binding site, 4) mechanisms of inhibition and drug resistance, 5) why a compound is active or inactive, or how its activity might be improved, 6) change in the protein dynamics upon introduction of resistance mutations, 7) understanding the dynamics of proteins at different timescales, from fast internal motions to slow conformational changes, or and 8) signal transduction or immune response pathways cannot be explained by these sequences.

To gain insight into such processes, the three-dimensional structure of a folded amino acid sequence, a functional protein, is necessary. The structure determination of proteins or nucleic acids is based on experimental techniques such as X-ray crystallography[18,19] or nuclear magnetic resonance (NMR),[20,21] which have made remarkable progress in solving high-resolution structures over the past years. Such structures are archived and accessible via the RSCB Protein Data Bank.[22] Furthermore, theoretical approaches for structure prediction from amino acid sequences are under constant development and have been monitored by CASP (Critical Assessment of Structure Prediction) over the last 14 years.

A particular snapshot of a protein structure is a point in configuration space. Accordingly, a fluctuating structure of a protein is described by a region on a high-dimensional complex free energy landscape, which is dynamically explored.[23] Such protein structure dynamics is the key to obtain insight into the function of biomolecules. A structure derived by classical X-ray crystallography is just an average and thus lacks dynamics. Moreover, the free energy minimum of the structure derived with the help of such a protein crystal is governed by the crystallization conditions and possibly changed by the typically low temperature usage. However, experimental methods to probe the structural dynamics with atomic detail are available, even though with intrinsic limitations. Time-resolved X-ray crystallography[24, 25] reveals conformational protein motions on the picosecond time scale, but wide-spread use is impeded due to the massive experimental effort involved. NMR relaxation measurements[26, 27, 28, 29] have been used to probe protein dynamics on pico- to nanosecond and micro- to millisecond time-scales, and thus fail to reveal dynamics on the nano- to microsecond time scale.

Such time-resolved dynamics is needed to understand molecular recognition mechanisms, which enable specific binding of drugs to target proteins, or binding of polymerases to antivirals leading to inhibition of the polymerase process. Moreover, as has been shown in a recent study of ubiquitin with a combination of residual dipolar coupling (RDC) NMR and Molecular Dynamics (MD) simulations,[30] conformational changes in proteins, and, in this context, the determination between induced fit and conformational selection mechanisms can be observed on the nano- to microsecond time scale.
Experimental techniques like replicon, cell-based and enzymatic assays can be used to show that a compound effectively inhibits protein target by providing $CC_{50}$, $EC_{50}$ and $IC_{50}$ values. An approximate estimation of binding affinity can be obtained from the $IC_{50}$ values. Also, experimental techniques, such as fluorescence spectroscopy[31] or surface plasmon resonance spectroscopy[32, 33] are used to obtain binding affinities of receptor/ligand complexes via the equilibrium dissociation constant (KD), which is directly related to the absolute free energy difference of the binding process. However, measuring these binding affinities can be limited by experimental conditions, especially if large ligand concentrations are needed.

Computational approaches to assess the binding affinity of receptor/ligand complexes are thus very helpful when experimental measurements are brought to their limits, and therefore aim to have a predictive function to assess such binding affinities. Methods such as ligand-docking have nowadays become almost routine techniques in medicinal chemistry, and are widely used in both the lead-discovery and the lead optimization phases in rational drug design.

The general docking problem consists in the prediction of the best matching between two or more molecular entities that form an intermolecular complex.[34] In this context, ligand-docking methods attempt to find the most favorable configuration, which maximizes the interaction and minimizes the binding energy, of a small molecule inside a binding site in a, typically, rigid protein. The ligand is fitted into this binding site by flexible rotation of functional groups within the ligand, and rotation of the ligand itself. Electrostatic and van der Waals interactions are calculated for the different conformations and a scoring function evaluates the ligand conformations, which energetically fit best. Such a challenging issue might in principle be addressed at different levels of complexity for the physical description of the system under investigation. Nevertheless, molecular docking is always concerned with two closely related sub-problems, [35,34] namely, the sampling of the configurational space (pose generation), and the evaluation of the stability of the intermolecular complex generated at the previous step (pose scoring). The most popular docking programs employed by the pharmaceutical community usually trade accuracy for speed.

Several applications with different scoring functions, such as Autodock,[36] FlexX,[37] Gold,[38] or GLIDE,[39] have been developed over the past years. It is common to these applications that an implicit solvent environment is used and the flexibility of the protein is often neglected. Despite the advantage to screen large libraries of ligands in a short amount of time, the different scoring functions often lead to different and inconsistent results [40]. This inconsistency could be attributed to several limitations that are summarized as follows:

1. limited coverage of the conformational degrees of freedom,
2. only partial accounting for the role of the solvent,
3. approximate estimation of the binding free energy,
4. lack of insight on the docking path and the transition state,
5. approximate treatment of target and ligand flexibility

Nevertheless, despite of the several limitations of the procedure, molecular docking is a powerful tool to provide the first guess of the binding site (when no information available), the initial starting orientation for further refinement (e.g. by molecular dynamics simulations), and a clue about the binding affinities of the compound into the binding site.

Molecular Dynamics (MD) is a powerful theoretical method routinely used to simulate the dynamics of complex physical, chemical and biochemical systems. Its success stems from the improvement of the force field describing the interactions among the many constituents of the systems, the development of a battery of algorithms and the availability of powerful computers. The dynamic properties and processes of molecules can thus be investigated by researchers in a high number of fields such as structural biochemistry, biophysics, molecular biology and pharmaceutical issues [v]. Using MD simulations the thermodynamic properties and time-dependent phenomena (i.e. kinetic) can be studied and this allows an understanding of various dynamic aspects of biomolecular structure, protein-ligand recognition and function. The major strengths of MD simulations are the possibility of its combination with statistical mechanics, which connects microscopic simulation with macroscopic observables. Statistical mechanics can provide a rigorous framework of mathematical expressions that can relate the distribution and motion of atoms with macroscopic observables such as temperature, pressure, heat capacity and free energies. In this way we are able to predict, for instance, changes in the binding free energy of a particular drug candidate or the mechanisms and energetic
consequences of conformational changes in a protein along with study of macromolecular stability [41], the role of dynamics in enzyme activity [43,42], molecular recognition and the properties of complexes [44] and small molecule transport [45], etc.

Despite being powerful technique MD has its own set of limitations. MD simulations allow investigating processes occurring on timescales of ~100ns. However, many interesting and relevant biological process happen on time scales that are orders of magnitude larger, and are therefore termed as rare events. For example, the association and dissociation of ligand from its binding cavity (~µs), protein folding (µs-few seconds), protein-protein interactions, transport of molecules across membrane channels (order ~µs) and many others. Over the years, we have observed an astounding increase in computer power (Blue gene, DESRES), which promise to increase utility of MD simulations to investigate more and more complex systems on µs timescale. However, these supercomputing machines require and rely on the development of new algorithms.

One of such approaches able to predict rare events within the framework of an all-atom description is metadynamics.[45,46] Metadynamics [45, 47] has been shown to be a useful method in docking simulations, [48,49] allowing different binding poses to be efficiently explored, and providing the free energy profile of the docking and undocking mechanism. In particular, metadynamics was successfully applied in this thesis to our protein–compound complexes in order 1) identify alternative binding poses other than the ones predicted by docking, 2) to compute the relative free energy of the poses obtained as well as to study the unbinding process of compounds with respect to the target proteins.

However, metadynamics have some limitations, which make it a not very practical choice for the docking. In particular, it requires a careful choice of collective variables (CVs). In order to reconstruct the FES, the CVs must describe all the slow events that are relevant to the ligand binding/unbinding. In absence of a relevant CV, the reconstruction of the FES fails. This often implies the need to run multiple metadynamics simulations to understand which CVs are needed for each protein–ligand complex. A second limitation of metadynamics concerns the determination of the binding free energy that will requires the simulation via metadynamics of the binding process besides the unbinding. However, frequently the CVs that are appropriate for the study of the unbinding are useless for the association, making the use of metadynamics cumbersome and not well suited for the specific issue. Herein, to address the evaluation of the binding free energy we utilized another methodology namely, molecular mechanics Poisson–Boltzmann surface area (MM/PBSA), to dissect the free energy at a quantitative level into its enthalpic and entropic contributions of the poses obtained from metadynamics. MM/PBSA is held to be one of the more computationally tractable means of obtaining reasonable estimates of the binding free energy of a complex system. In comparison with other methodologies reported in the literature, like free energy perturbation [49] and linear interaction energy [50], MM/PBSA is more validated in details. The MM/PBSA approach is attractive as 1) it does not contain any parameters that vary for different ligand receptor systems and it involves a set of physically well-defined terms and 2) the solvent is treated implicitly and the electrostatic components are obtained from a dielectric continuum model with a dielectric constant for the solute and the solvent.

Aim of the work:

The aim of this thesis is to carry out a comprehensive usage of the methodology mentioned above in order to explore, at microscopic level, the ligand-target recognition process, binding energetics, the effect of mutation on the dynamics of the protein as well as to understand the mechanism of drug inhibition and drug resistance, all this, with a view to provide useful hints in guiding the rational design for development of more selective and potent anti-viral compounds.

The plethora of computational methods was used to study action of antiviral compounds against polymerases of BVDV, HCV and HIV viruses.
Organization of Thesis

This thesis is organized as follows. Chapter 2 includes details on the main ACTORS of our study which include Polymerases of BVDV, HCV and HIV viruses and the promising Antiviral compounds. Thereafter, in Chapter 3, extensive description of the methods used to solve the biological problem is provided. The rest of the thesis has the following chapters:

Chapter 3: Different binding sites of the benzimidazole compound 227G on HCV and BVDV RdRps revealed by MD simulations.

Key-abstract
The virally encoded RdRp has emerged as a prime target in search for specific HCV and BVDV antiviral. Benzimidazole class of compound has been extensively pursued as potent Non-Nucleoside Inhibitors (NNI’s) against both classes of viruses. For the first time, Screening efforts in our lab have come out with potent NNI belonging to benzimidazole class of compound which is active against both HCV and BVDV RdRp. Our tested compound was confirmed to strongly inhibit BVDV RdRp activity in a dose-dependent manner and they also showed inhibition on HCV1b-NS5B.

While, the HCV RdRp structure in complex with the related analogs showed that these inhibitors bind at the surface of the thumb, the resistant mutation and newly identified binding site for the same analog were found to lie in the finger domain of BVDV RdRp. Thus, the molecular mechanism of inhibition of the inhibitor found to be different in the otherwise closely related polymerases. Molecular dynamics simulations helped us to gain a deeper insight into the interaction pattern, mechanism of inhibition of inhibitor onto the two RdRps. The multidisciplinary approach allowed us to (i) critically assess the dogma of antiviral therapy; (ii) to screen efficiently the possible information valuable for designing effective and selective inhibitors by identifying at a molecular level the interaction pattern of the compound with its viral targets; (iii) to assess the use of BVDV as surrogate for the development of antivirals against HCV.

Results:
Experimental
1. The benzimidazole compound 227G is active against HCV and BVDV RdRps with low CC<sub>50</sub>, EC<sub>50</sub> and IC<sub>50</sub> values. First time a benzimidazole is active against both RdRps.
2. Crystal structures of HCV in complex with indole compounds have been reported in the literature (other’s works), while here, we have performed mutagenesis studies on BVDV showing RdRp to be the target of 227G.

Computational
1. Site identification: 227G, in HCV bind on thumb domain while in BVDV, a new binding site was identified in the finger domain.
2. In HCV the binding mode of 227G turns out to be very similar to those of indole compounds. The binding of 227G disrupts the connection between the fingertip and the thumb domains, leading the enzyme to assume an open (and inactive) conformation. This is likely to be the mechanism of action by 227G.
3. In BVDV the binding site is different, as well is the mechanism of action. Indeed the drug binds to the finger domain and by interacting with the four loops from finger and thumb region completely closes the entrance of the channel to the RNA template. Performing different analyses has validated this finding.
Conclusion:
1. The benzimidazole derivative 227G is reported to be active against both HCV and BVDV at low micro-molar range.
2. Different Binding site: Despite, 227G, being active against both RdRp, its binding site on both the HCV and BVDV RdRp is different. In HCV RdRp it binds in a thumb domain while in BVDV RdRp it was found to bind in the finger domain of RdRp.
3. Mechanism of inhibition: We hypothesized the mechanism of inhibition of 227G in BVDV and HCV RdRp. In HCV RdRp, 227G binds in a thumb domain, disrupting the connection between the thumb and finger domain and thereby stop polymerization while in BVDV RdRp it blocks the entrance to the template channel and ultimately the inhibits te polymerisation.
4. The inventory of key interaction pattern between 227G and HCV and BVDV RdRp were obatined with an aim of providing possible hints at improving potency of 227G.

Chapter 4: Quinoline Tricyclic Derivatives Design, Synthesis and Preliminary In vitro and In silico Antiviral Activity Against Flaviviridae Family of Three New Classes of Virus-Encoded RNA-Dependent RNA Polymerase (RdRp) Inhibitors.

Key-abstract:
In this preliminary study three new classes of RNA-dependent RNA polymerase (RdRp) of Flaviviridae inhibitors, the linear N-tricyclic systems derived by condensation of the quinoline nucleus with 1,2,3-triazole, imidazole or pyrazine (obtaining triazolo[4,5-g]quinolines, imidazo[4,5-g]quinolines and pyrido[2,3-g]quinoloxalines respectively), has been discovered. In particular the activity of the title compounds were evaluated in cell culture systems against YFV (as viruses representative of Flaviviruses) and BVDV (Pestiviruses). Furthermore the cytotoxicity was evaluated in parallel cell-based assays. 1:1 Mixture of bis-triazoloquinolines (1m), imidazoquinolines (2e,h) and pyridoquinoloxalines (4h,j and 5n) showed anti-BVDV activity in the range 1-5 \( \mu \)M in cell-based assays. Mutation experiments versus both NS5b and NS3 enzymes of resistant strains of BVDV of two selected compounds (2h and 5m) confirmed the inhibition of the enzyme target. Overall, by these experiments the imidazo[4,5-g]quinoline (2h) emerged as a potent BVDV polymerase inhibitor endowed with IC50 = of 0.06 \( \mu \)M. Herein, we have utilized several biophysical computational approaches, ranging from Docking, standard molecular dynamics and metadynamics, in order to predict the binding site, to identify key determinants of ligand binding, the energetics of unbinding as well as the escape mechanism of the lead compounds PS999 and PS1036 in BVDV RdRp. MM/PBSA techniques were used to calculate the binding free energies of 227G in both HCV and BVDV RdRp. Calculated binding free energies were then converted to computational IC50 which were then compared with the experimentally available IC50 values.

Biological Results:
1. Compounds belonging to triazolo[4,5-g]quinolines, imidazo[4,5-g]quinolines and pyrido[2,3-g]quinoloxalines were discovered and their activity were evaluated against YFV and BVDV viruses.
2. Mutation experiments confirmed BVDV RdRp as the target for the compounds.

Computational results
1. Identified Binding cavity for leads belonging to pyridoxoquinoxaline(PS1036) as well as imidazoquinoline(PS999) derivative in BVDV RdRp. The choice for the study of the leads was based on the knowledge of the resistant mutations against these compound.
2. MD simulations on the complexes obtained from docking were performed. Key interaction responsible for the binding of compounds in the putative binding cavity were determined.
3. Metadynamics runs were performed to identify alternate binding poses other than that obtained from docking. Energetics of unbinding was estimated and pathway for the dissociation of the compounds was computed.
4. Binding energy of the stable poses obtained from metadynamics were calculated. The calculated IC50 value coincided well with the experimental IC50 values.
Conclusion

1. Conglomeration of resistant mutation of different classes of compounds (in this work, pyridoquinoxalines and imidazoquinoline) in the finger domain of BVDV RdRp indicated that the binding site of NNI may lie in the finger domain. We performed extensive computational studies and identified stable poses of the compounds in the finger domain of BVDV RdRp. Interestingly, 227G, a benzimidazole compound, (chapter 1) was found to bind in the same cavity. Thus we proposed that finger domain can be a HOTSPOT for NNI binding.
2. We proposed a similar hypothesis for mechanism of inhibition as in case of 227G. Since the compound target same binding site hence they can stop polymerisation by blocking the entrance to the template channel.
3. Extracted key binding features of compounds in binding pocket can provide basis for the development of more efficient antivirals.

Chapter-5: Identification of binding cavity for novel Non-Nucleoside inhibitors of HCV RdRp: A molecular docking study

Abstract:
The virus encoded RdRp has emerged as a prime target in the search for specific HCV antivirals. Identification and successes of NNI, which are non-competitive diverse small molecules, against other polymerase, have encouraged them to be used as effective antivirals against HCV RdRp. Screening studies have came out with compounds belonging to Pyridoquinoxaline (PS1097) Phenanthroline (PS1101) and Imidazoquinolines (PS1126), effective against HCV RdRp at a very low micromolar range. Information regarding the binding cavity of these compounds are still lacking. Herein, we have utilized docking procedure to investigate binding sites, binding modes as well as binding affinity of these compounds in HCV RdRp. To rule out any bias, each of the three reported HCV NS5B NNI binding site represented by (A) Benzofurans (B) N,N-disubstituted phenylalanine and (C) benzothiadiazine inhibitors was examined for the binding of the compounds. We then used all atom standard molecular dynamics (MD) simulations to investigate the most probable binding site for the compounds as in both the complexes, there was a dissociation in two out of the three cavities under investigation. Therefore, Identifying the binding cavities and orientation of our compounds can help us to build a microscopically well-funded picture to elucidate the mode of action of compounds and thereby providing clues for rational drug design.

Results:

1. A blind docking procedure was applied in all four well known binding sites reported for different classes of NNIs in HCV RdRp, to obtained the most prominent binding pocket for compound PS1097 (Pyridoxiquinoline) and compound PS1126 (Imidazoquinoline) and PS1101 (Phenanthrolines).
2. We selected the most stable docking pose for each binding site to do MD simulation for better characterization of their binding affinity as well as to refine the docking poses.
3. We calculated the binding free energy of these compounds. From the binding free energy we obtained a IC50 value in very good agreement with the experimental one.

Conclusion

1. We identified probable binding cavity for NNIs belonging to three different classes Pyridoquinoxaline, Imidazoquinoxaline and phenonthrolines. This was an encouraging performance, given that all molecular modeling studies were performed in the absence of any available crystal structure of the protein in complex with these classes of inhibitors.
2. Key binding pattern of the compounds in the cavity were identified with an aim of further optimisation of the lead compounds in order to increase their potency.
3. Calculated binding free energies were found to be in agreement with the experimental data.
4. Furthermore, we were successful in throwing light on the probable mechanism of inhibition of the three compounds reported in this paper.

Work not presented here

Chapter 1: Point mutation I261M affects the dynamics of BVDV and its interaction with benzimidazole antiviral 227G.

abstract

Bovine viral diarrhea virus (BVDV) is a Pestivirus of the Flaviviridae family and represents a major viral pathogen in cattle and other ruminants. Infection with BVDV can result in a wide assortment of disease manifestations including resorption, mummification, or abortion of the dead fetus. Extensive study of BVDV is required not only because it causes heavy agronomic losses but also it is considered to be a valuable surrogate model for the study of the hepatitis C virus (HCV). Recently the point mutation I261M on the thumb domain was shown to confer resistance to BVDV against 227G and other benzimidazole compounds.

Here we investigated the role of this mutation by using a non conventional approach, which is not based on binding free energy calculations on structures of the mutated complex which are taken a priori similar to those of the wild one. Namely, we firstly performed MD simulations on the wild and mutated BVDV RdRp proteins in aqueous solution. Then, we selected representative equilibrium conformations by performing a cluster analysis, and ran docking calculations of 277G on representative of the 5 most populated clusters of each protein. Finally, high-score poses were subjected to MD simulations to assess structural and dynamical differences between wild and mutated 227G-protein adducts.

Interestingly, the mutation affects the structure and the dynamics of the protein, particularly in the region of binding of the ligand, and this results in different binding sites of 227G onto the two proteins. Moreover, while 227G closes the entrance for the RNA primer in the case of the wild protein, in presence of the mutation a gate and a channel leading to the catalytic site are still present. These results could furnish a possible molecular explanation of the resistance mechanism by mutation I261M.

In a related paper of us, we reported mutagenesis experiments aimed at confirming that BVDV RdRp is the target of our lead benzimidazole compound 227G. Here, we performed a multidisciplinary computational study to furnish a molecular-level explanation of effect of the resistant mutation. Our results are fully compatible with the mechanism of action furnished in the previous paper. Namely, we see that the mutation I261M alters the binding mode of the ligand, leaving the channels for the entrance of the template RNA, of NTP and the exit of double strand RNA all open. The dynamics of the protein is also altered to a less extent as compared to the wild type.

Results:

Experimental:
1. Site directed mutagenesis was done to identify the resistant mutation of 227G.
2. The mutated protein retains activity.

Computational:
1. Extensive docking studies were performed to identify the best orientation of 227G in COMPLEXm (227G in mutated BVDV). The effect of mutations was not calculated as in previous published works (i.e. in a static manner), but from a dynamical point of view.
2. Long MD simulations (total time ~120 ns) were performed to identify and to compare the effect of mutation on the structure of the APO and HOLO proteins with respect to the wild type one. The
simulated systems are (30ns in each case): APO (apo-protein WT), APOm (apo-protein mutated), COMPLEX (WT with 227G) and COMPLEXm (mutated protein with 227G).

3. Concerning the APO proteins, our simulations reveal:
   1. Significant structural changes in the region of binding, namely the linker region turns away from the binding pocket. This will have important consequences for the binding and the stability of the compound.
   2. The overall dynamics as well as the “functional channels” of the protein are similar, which is consistent with experiments showing that the mutant retains enzymatic activity.

4. Concerning the complexes:
   1. At opposite with COMPLEX, due to the movement of the linker (probably consequence of the presence of the long side chain of M261) in COMPLEXm, 227G is not stable in the initial docking pose, but moves and reorients itself many times until finds a stable position.
   2. In this position the drug is more solvent exposed, and accordingly to this its binding free energy is less. Moreover, in this new conformation the interaction between the drug and the linker and another loop (L3), which leaves the channel for the RNA template entrance opened (as well as the other channels). Thus, in principle the enzyme is still able to work, which still is consistent with experiments and can furnish a molecular-level rationale thereon.
   3. To further strengthen this hypothesis, we verified that also the dynamics of the APO and HOLO proteins are very similar in the mutant, while this is not true in the wild type, where the binding of the drug has a drastic effect.
   4. Concluding, only in the wild type 227G is able to alter structure and dynamics, so altering the functionality.

Chapter 2: Inhibition of viral RNA polymerase investigated by computer simulations

Abstract:
The drug resistant of various RdRp inhibitors has been studied using a new computational protocol, that is, extensive molecular docking on cluster basis, leading to valuable insight into the resistance mechanisms and structure-resistance corrections of the RdRp inhibitors associated with mutation lying in the strategic location inside the motif-I. By using the cluster basis molecular docking method, the calculated mutation caused shifts of the binding free energies linearly correlate very well with those derived from the corresponding experimental data, suggesting that the newly proposed protocol may be used as generalized approach to predict drug resistance associated with mutation I261M. Because it is essentially important for understanding the structure-resistance correlation and for structure based drug design to develop an effective computational protocol for drug resistance prediction, the reasonable and computationally efficient protocol for drug resistance prediction should be valuable for future structure-based design and discovery of anti-resistance drugs in various therapeutic areas.

Result:
1. We develop a new protocol to identify and to validate a proper binding mode using molecular docking, molecular dynamics, clustering, MM-PBSA and Metadynamics techniques.
2. We tried to explore the rare events, as to pull out the drug from their binding site “escape mechanism” through a new algorithm “metaD”. During escape or dissociation of drug from the cavity, we observed some local transient binding site, which was barely noticed by x-ray and other techniques. The trapping of the drug into these local transient binding pockets could be a reason of increase of residence time of drug into binding cavity.
3. We compare the escape mechanism of 227G from wild-227G complex and Mutated-227G complex, and we observed there is a very low barrier ~5kcal/mol was required for the 227G to come out from the binding site, which is ~12kcal/mol in case of wild-227G complex, could be a loss of entropy in wild-227G complex.

Chapter 3: Combining Docking, Molecular Dynamics to Predict Binding Modes and Affinities for Non-
nucleoside Inhibitors to HIV-1 Reverse Transcriptase

Abstract:
The reverse transcriptase of human immunodeficiency virus (HIV) catalyzes a series of reactions to convert the single-stranded RNA genome of HIV into double-stranded DNA for host-cell integration. This task requires the reverse transcriptase from the viral genome. Docking, scoring, molecular dynamics (MD), methods are used here to predict binding modes and affinities for a set of 4 non-nucleoside inhibitors to HIV-1 reverse transcriptase. The location of each drug outside the binding pocket was determined by an automated docking program, and steering into the binding pocket followed a route that is likely to represent the actual entrance pathway. The comparison of the dynamics of DABO with crystal structure of structurally similar compounds has provide information on possible molecular mechanisms of ligand binding, specificity and regulation of RT. The present calculations provide a validation of the combination of docking, MD as a powerful tool in structure-based drug design, and the methodology is easily scalable for attaining a higher throughput of compounds. This coherent picture strongly suggests that attempts to understand through the structure-based drug design may be considerably more successful if dynamic structural aspects of the type studied here are considered, particularly in those region which is more flexible but functionally important.

Results:
1) To validate, how the binding of MC1220 at an allosteric site affects the conformational dynamics of RT such that it inhibits DNA polymerization.
2) A comparative analysis have been performed to understand the triggering role of “X” and “Y” position in DABO series.
3) The probable mechanism of inhibition was gel well with the hypothesis of inhibition of DABOs.
4) MD simulation has been done in order to understand the key determinants and binding pattern of DABO and its analogs.
Receptors and Antivirals; IC₅₀ values in case if BVDV and HCV, while EC₅₀ in Case of HIV-RT are in superscript form. The X-ray structures mainly used are written as superscript on receptors.

Computational methodology used to understand protein-ligand recognition.
The Actors: Polymerases and Antivirals

Polymerases
(HCV, BVDV and HIV)

“Infections by RNA viruses continue to exist as significant public health problems worldwide. So there is an urgent need for safer and more efficacious treatment option against infections caused by RNA viruses, researchers have devoted significant efforts over the last two decades to discovering and developing new antiviral agents” by Todd Apple

Genomic organization:

Hepatitis C virus is a positive-sense single-stranded RNA virus with a genome of initiation of viral RNA translation. The HCV genomic RNA encodes a polyprotein of 3010–3011 amino acids which undergoes co-translational and post-translational proteolytic processing in the cytoplasm or in the endoplasmic reticulum of the infected cell to give rise to four structural and six non-structural (NS) proteins [51]. Fig 3 summarizes the information concerning the identification and the function of individual gene products. The structural proteins consist of the capsid or core protein C, two envelope glycoproteins E1 and E2, and small hydrophobic polypeptide p7. The non-structural proteins are NS2, NS3, NS4A and NS4B, NS5A and NS5B. NS2 has a zinc-stimulated protease activity that cleaves the NS2/NS3 junction [52]. NS3, a 70 kDa protein, has been subject of intensive study because it is a multifunctional molecule with a trypsin-like serine protease catalytic domain at the N-terminal 181 residues [53], and a nucleoside triphosphatase (NTPase)/RNA about 9.6 kb [54]. It consists of a single open-reading frame (ORF) flanked by 5' and 3' non-translated regions (NTRs) [55]. The 5' NTR contains the internal ribosome-entry site (IRES). NS4A is a small protein (8 kDa) that is an NS3 protease cofactor [56]. NS4B is a hydrophobic, 27 kDa protein, and it has been suggested that it may function as an anchor to secure part of the HCV replication apparatus to the endoplasmic reticulum (ER) membrane [57]. Two cytoplasmic phosphoproteins, p56 and p58 (56 kDa and 58 kDa, respectively) are produced from the NS5A region of the HCV genome [58,59]. Both proteins are phosphorylated at serine residues in the region between amino acids 2200 and 2250 and in the C-terminal region of NS5A. Although the function of NS5A in viral replication is unknown, it is possible that NS5A might be involved in the resistance of HCV to a-interferon therapy [60]. The purified enzyme NS5B exhibits a highly processive primer-independent RNA-dependent RNA polymerase (RdRp) activity capable of copying in vitro transcribed full-length genomic HCV RNA [61].
Amino acids | Protein | Functional
--- | --- | ---
1-191 | C | nucleocapsid
192-383 | E1 | Envelope glycoprotein
384-746 | E2 | Envelope glycoprotein
747-809 | P7 | viroporin
810-1026 | NS2 | Zn-activated NS2/3 auto-protease
1027-1657 | NS3 | Ser protease (aa 1-180) RNA helicase (aa 181-631)
1658-1711 | NS4A | NS3 Ser protease co-factor (aa 21-34)
1712-1972 | NS4B | Induces the formation of intracellular membrane ves.
1973-2420 | NS5A | alpha-interferon resistance
2420-3010 | NS5B | RNA-dependent-RNA-polymerase

**Figure 3:** HCV genome organization (top) and polyprotein processing (bottom). The 5 untranslated region (UTR) consists of four highly structured domains and contains the internal ribosome entry site (IRES). The 3 UTR consists of stable stem-loop structures and an internal poly(U)/polypyrimidine tract. The central 9.6-kb ORF codes for a polyprotein of slightly more than 3000 aa depending on the HCV genotype. S and NS correspond to regions coding for structural and nonstructural proteins, respectively. The polyprotein processing and the location of the 10 HCV proteins relative to the ER membrane are schematically represented. Scissors indicate ER signal peptidase cleavage sites; cyclic arrow, autocatalytic cleavage of the NS2-NS3 junction; black arrows, NS3/NS4A proteinase complex cleavage sites; intramembrane arrow, cleavage by the signal peptide peptidase. The transmembrane domains of E1 and E2 are shown after signal-peptidase cleavage and reorientation of the respective C-terminus hydrophobic stretches (dotted rectangles). Green spots denote glycosylation sites of the E1 and E2 envelope proteins. Adapted from: Hepatology. 2004 Jan;39(1):5-19. Structural biology of hepatitis C virus. Penin F, Dubuisson J, Rey FA, Moradpour D, Pawlotsky JM.
**BVDV Genome**

Pestiviruses have a positive sense single stranded RNA genome [ss (+) RNA]. The BVDV genome has a size of approximately 12'500 nucleotides, the sequence of which is known since 1988. Some cp strains integrate small variable segments of viral nucleic acid or the host cell genome in certain places of their genome (in NS2 or between NS2 and NS3). Others show duplicates of specific protein coding regions (Npro, NS3), consequently their genome size rises to about 16.5 kb. The genomic RNA has one open reading frame of about 4000 codons, which encompasses most of the viral genome. Translation of the BVDV genome yields one precursor polyprotein, which is cleaved co- and postranslationally by viral and host cell encoded proteases ("processing"). Most of the virally encoded cleaving is catalysed by a serine protease domain within NS3 and generates the non-structural proteins NS3 to NS5B, whereas the structural proteins are believed to be cleaved by cellular proteases.

**HIV Genome**

![HIV Genome Organization Diagram](Image)

**Figure 4:** Figure depicts HIV genome organization.

Human Immunodeficiency Virus type 1 (HIV-1) is a single stranded +RNA lentivirus from the Retroviridae family. Genomic organization is listed as below (Fig. 4):

**GAG** The genomic region encoding the capsid proteins (group specific antigens). The precursor is the p55 myristoylated protein, which is processed to p17 (MATRIX), p24 (CAPSID), p7 (NucleoCapsid), and p6 proteins, by the viral protease. Gag associates with the plasma membrane, where virus assembly takes place. The 55-kDa Gag precursor is called assemblin to indicate its role in viral assembly.

**POL** The genomic region encoding the viral enzymes protease, reverse transcriptase, and integrase. These enzymes are produced as a Gag-Pol precursor polyprotein, which is processed by the viral protease; the Gag-Pol precursor is produced by ribosome frameshifting near the 3' end of gag.

**ENV** Viral glycoproteins produced as a precursor (gp160), which is processed to give a noncovalent complex of the external glycoprotein gp120 and the transmembrane glycoprotein gp41. The env gene does not actually code for gp120 and gp41, but for a precursor to both, gp160. During HIV reproduction, the host cell’s own enzymes cleave gp160 into gp120 and gp41. The host cell protease that cleaves Env into gp120 and gp41 is Furin.

**TAT** Transactivator of HIV gene expression. Tat vastly increases the level of transcription of the HIV dsRNA. Before Tat is present, a small number of RNA transcripts will be made, which allow the Tat protein to be produced. Tat then binds to cellular factors and mediates their phosphorylation, resulting in increased transcription of all HIV genes, providing a positive feedback cycle.
**REV** The second necessary regulatory factor for HIV expression. A 19-kD phosphoprotein, localized primarily in the nucleolus/nucleus, Rev acts by binding to RRE and promoting the nuclear export, stabilization, and utilization of the viral mRNAs containing RRE. Rev is considered the most functionally conserved regulatory protein of lentiviruses. Rev cycles rapidly between the nucleus and the cytoplasm.

**VIF** Viral infectivity factor, a basic protein typically 23 kD. Promotes the infectivity but not the production of viral particles. In the absence of Vif, the produced viral particles are defective, while the cell-to-cell transmission of virus is not affected significantly. Found in almost all lentiviruses, Vif is a cytoplasmic protein, existing in both a soluble cytosolic form and a membrane-associated form. The latter form of Vif is a peripheral membrane protein that is tightly associated with the cytoplasmic side of cellular membranes.

**VPR** Vpr (viral protein R) is a 96-amino acid (14-kD) protein, which is incorporated into the virion. It interacts with the p6 Gag part of the Pr55 Gag precursor. Vpr detected in the cell is localized to the nucleus. Proposed functions for Vpr include the targeting the nuclear import of preintegration complexes, cell growth arrest, transactivation of cellular genes, and induction of cellular differentiation. In HIV-2, SIV-SMM, SIV-RCM, SIV-MND-2, and SIV-DRL the Vpx gene is apparently the result of a Vpr gene duplication event, possibly by recombination.

**VPU** Vpu (viral protein U) is unique to HIV-1, SIVcpz (the closest SIV relative of HIV-1), SIV-GSN, SIV-MUS, SIV-MON and SIV-DEN. There is no similar gene in HIV-2, SIV-SMM, or other SIVs. Vpu is a 16-kd (81-amino acid) type I integral membrane protein with at least two different biological functions: (a) degradation of CD4 in the endoplasmic reticulum, and (b) enhancement of virion release from the plasma membrane of HIV-1-infected cells. Env and Vpu are expressed from a bicistronic mRNA. Vpu probably possesses an N-terminal hydrophobic membrane anchor and a hydrophilic moiety.

**NEF** A multifunctional 27-kd myristoylated protein produced by an ORF located at the 3' end of the primate lentiviruses. Other forms of Nef are known, including nonmyristoylated variants. Nef is predominantly cytoplasmic and associated with the plasma membrane via the myristoyl residue linked to the conserved second amino acid (Gly).

**VPX** A virion protein of 12 kD found in HIV-2, SIV-SMM, SIV-RCM, SIV-MND-2, and SIV-DRL and not in HIV-1 or other SIVs. This accessory gene is a homolog of HIV-1 vpr, and viruses with vpx carry both vpr and vpx. Vpx function in relation to Vpr is not fully elucidated; both are incorporated into virions at levels comparable to Gag proteins through interactions with Gag p6. Vpx is necessary for efficient replication of SIV-SMM in PBMCs. Figure 4. depicts HIV genome organization.
Domain Architecture
(HCV, BVDV and HIV)

Viral polymerase

It has been already mentioned in the introduction that Polymerase (RdRp in BVDV and HCV, RT in HIV) are considered as one of the most attractive target for the development of effective antivirals, and is a focus of this thesis. Herein this section, we are providing details on the structural organization of the protein with special reference to the different domains. Information regarding the catalytic site and special structural features are also provided here. An in depth understanding of the structural organization of protein is fundamental for a rational approach to designing of new antivirals.

Structure of polymerase subdomains: HCV

Figure 5: Cartoon representation of HCV RdRp. Different domains of RdRp viz thumb in blue, finger in green, and palm in magenta.
A major advance in the understanding of the NS5B polymerase was provided by the resolution of the three-dimensional structures of several truncated forms of the apoenzyme and of complexes with nucleotides or RNA templates [62-67]. The NS5B has the canonical ‘right hand’ shape, with the characteristic fingers, palm and thumb sub-domains (Figure 5). Similarly to other RdRps, the HCV polymerase has a compact shape due to the presence of two extended loops, the fingertips, that connect the fingers and thumb domains and completely encircle the active site cavity, to which the RNA template and the nucleoside triphosphate (NTP) substrates have access through two positively charged tunnels [64].

The **palm** sub-domain (residue 188 to 227, 287 to 370) constitutes the catalytic site of the molecule and contains the residues responsible for the nucleotidyl transfer reaction within the D-(X)4-D and the GDD motif. The two-metal-ion **catalytic site** is conserved essentially in all known viral polymerases.[68-70] The magnesium ions assist phosphodiester bond formation by polarizing the hydroxyl group at the 3’ terminus of the growing RNA chain, facilitating nucleophilic attack upon the dNTP substrate in addition to stabilizing the transition state in which the phosphorus of the dNTP is linked to five oxygen atoms. The residues essential for metal binding are Asp220 and the carbonyl of the Thr221 peptide backbone, as well as Asp318 and Asp319.

Residues 1 to 187 and 228 to 286 constitute the **finger** sub-domain. The unique shape of the HCV NS5B RNA-dependent RNA polymerase (RdRp) arises from extended packing interactions between the fingers and thumb sub-domains. This inter domain linkage is provided by insertions within the fingers sub-domain. These insertions form two loops that pack against the thumb sub-domain (Figure 5). The longer loop is located near the N-terminus and consists of residues 11–45; the shorter includes residues 139–160. These loops regulate the coordinated movements of the fingers and thumb during the polymerase reaction cycle.[62]

The **thumb** sub-domain of NS5B includes residues (371–528). Two structural elements peculiar to the NS5B structure are a **β-hairpin** (β-loop), protruding from the thumb into the active site, and a **C-terminal** region, located immediately before the transmembrane domain, that folds from the surface of the thumb towards the active site and establishes a series of hydrophobic interactions with a shallow pocket comprised between the palm and thumb sub-domains [66]. These elements (β-hairpin and C-terminus) are probably involved in positioning the 3’ terminus of template RNA and are considered crucial for template selection.[62]
**Figure 6**: Cartoon representation of BVDV RdRp. Different domains of RdRp viz thumb in blue, finger in green, palm in magenta and unique N-terminal is yellow in color.
The BVDV polymerase core (residues 139–679) has a roughly spherical shape. Similar to the HCV RdRp, BVDV RdRp comprises of three sub-domain, that is, finger, palm and thumb (Fig. 6). In addition, there is an N-terminal domain (residues 71–138), which is considered to be unique in BVDV RdRp.

The finger domain (residues 139–313 and 351–410) consists of 12 α-helices and 11 β-strands (ref1). In BVDV RdRp, as in other viral RdRps, the N terminus of the finger domain, together with a long insert in the fingers domain (residues 260–288), forms a fingertip region that associates with the thumb domain [71]. Among RdRps the conformation of the polypeptide chain in the fingertip region differs. For example, whereas BVDV polymerase has a three-stranded fingertip region, HCV [72–76] and calicivirus polymerases [77] have a four-stranded, and 6 polymerase a six-stranded fingertip region [78]. The finger and thumb domains are linked through the fingertip region, thus the conformational change induced by template binding into the central channel may be limited [73,74]. The remainder of the finger domain is comprised of a β-sheet-rich region (β-fingers) and an α-helix-rich region (α-fingers) close to the palm domain. Although there is little sequence identity, the topology of the fingers domain, excluding the finger-tips, is similar to that of other viral polymerases, making possible the structural alignment of the BVDV, HCV, calicivirus, and 6 polymerase fingers domains. As expected, BVDV polymerase has greater structural similarity to HCV polymerase, indicating a closer evolutionary link between theses two viruses than with the other viruses.

The palm domain is the catalytic domain and shows the greatest structural conservation among all known polymerases. The palm domain of BVDV polymerase (residues 314–350, 411–500) consists of a four-stranded β-sheet flanked by two α-helices on one side and an additional α-helix on the other side of the β-sheet, nested between the palm and thumb domains. Compared to HCV polymerase, BVDV polymerase has a small α-helix (residues 433–439) inserted immediately before the first β-strand [77] of the β-sheet. A comparative analysis of RNA polymerase sequences in positive-strand RNA viruses has identified eight conserved sequence motifs, I–VIII [79,80]. Five of these motifs are in the palm domain, including the Gly-Asp-Asp (GDD) motif VI, which is essential for catalytic activity [81].

The thumb domain, consisting of the C-terminal region of the polypeptide chain, is the most diverse feature among the known polymerase structures. The thumb domain of BVDV polymerase (residues 501–679) contains eight α-helices and five β-strands and is larger than the thumb domain of other viral RdRps. Although there is some structural similarity between the HCV and BVDV thumb domains, the overall topology is rather different. The BVDV polymerase thumb domain possesses a structural element (“the β-thumb region”) in which two β-strands and their connecting loops form a layer that occludes the active site cavity. The β-thumb region interacts with the fingers and palm domains through a long C-terminal loop (residues 670–679), tucked between the palm and thumb domains. Together with a loop in the thumb domain, the β-thumb reduces the volume of the template channel. A similar protrusion into the active site, formed by a β-hairpin, is present in the HCV polymerase structure, although the protrusion originates from a different part of the thumb domain.

N-Terminal Domain.
At its N terminus the BVDV RdRp is 130 residues longer than HCV RdRp. The function of this N-terminal domain is not known, although up to 90 residues can be truncated from BVDV polymerase without loss of polymerase activity in vitro [81]. It has been suggested that the N-terminal region in other polymerases is required for binding proteins in the replication complex [83]. The ordered part of the N-terminal region (residues 92–138) folds into a separate domain. The N-terminal domain is situated over the thumb domain, interacting with the fingertip region and thumb domain through a β-hairpin motif. The β-hairpin motif points toward the template channel and partially occludes the channel entrance, possibly explaining why some N-terminal truncated proteins have greater polymerase activity than wild type [81]. The entrance to the template-binding channel created by the hairpin motif of the N-terminal domain is highly positively charged. An equivalent positively charged surface at the entrance to the channel was found in 6 polymerase, where it was proposed to act as a “plough” that unwinds the double-stranded RNA, thus aiding the function of a helicase [78]. Similarly in BVDV polymerase, this positively charged surface might be used to open up RNA secondary structural hairpins before the ss-RNA template entering the active center.
HIV-1 RT catalyzes the transcription of the single-stranded RNA viral genome into a double-stranded DNA form, which can be integrated into the human genome as the provirus. A wealth of crystallographic studies has been performed on RT, yielding ~60 high-resolution structures of the protein in a variety of states (as reviewed in Ref. [84] and documented in Ref. 85)). These include the “apo” form (no substrate and no inhibitor, e.g., Protein Data Bank (PDB) code 1DLO [86] and 1HMV[87]), substrate-bound forms (binary complexes of protein with nucleic acid substrate, and the ternary complex of protein with nucleic acid and nucleoside triphosphate, e.g., PDB codes 2HMI[88] and 1RTD[89]), and NNRTI-bound forms (co-crystallized NNRTIs, but no substrate, e.g., PDB codes 1BQM[90] and 1EP4[91]). RT is a 1000-amino-acid heterodimer of p66 and p51 subunits, each of them composed of “fingers,” “thumb,” “palm,” and “connection” subdomains (see Figure 7). The spatial arrangement of these subdomains is very different between the two subunits and it is thought that the p51 subunit mainly plays a structural role, with polymerization occurring at the p66 subunit.[84] Together, the fingers, palm, and thumb subdomains of p66 resemble a right hand and form a “clamp” that holds the double-stranded template–primer in position. Notably, the palm subdomain contains the “catalytic triad” of three aspartates (Asp110, Asp185, and Asp186), which are essential for the addition of nucleotide to the growing primer strand, and the so-called “primer grip,” which is though to be required for correct positioning of the 3′ end of the primer.[92] The p66 subunit contains an additional subdomain, known as the RNase H (RNH) domain, which is responsible for the other enzymatic activity of the protein degradation of the RNA strand during polymerization.
Antivirals, a small journey

HCV/BVDV

To date, the majority of studied antiviral drugs target viral polymerases as the primary mechanism of action. Both biochemical and cell-based replicon assays have been employed in the identification and optimization of novel HCV and BVDV RdRp inhibitors. RdRp inhibitors reported can be divided into two groups: (i) nucleoside analogues, and (ii) non-nucleoside inhibitors (NNIs). Nucleoside analogues prevent replication of HCV RNA, blocking the elongation of new viral RNA strands, they generally target the polymerase active site in a competitive manner and typically exhibit broader spectrum activity. Non-nucleoside counterparts inhibit the HCV polymerase enzyme itself and they have much greater specificity, acting by either interfering directly with the active site or binding to the allosteric site and preventing the initiation process.

Nucleoside inhibitors

Nucleoside inhibitors, whether chain terminators or non-chain terminators, can be effective in inhibiting the virus replication. Upon entry into the cells, nucleoside analogues are first converted to nucleotide triphosphates (NTP). The unnatural nucleoside inhibitors can serve as competitive substrates for the polymerase and can be incorporated into the nascent chain by the viral polymerase. This incorporation can lead to premature termination of the elongation process. The incorporated nucleotides may cause base mismatch in subsequent rounds of replication, resulting in accumulated mutations in the viral genome and then the so-called error catastrophe. Ribavirin is a nucleoside analogue and it is the only one currently in use in HCV therapy, though its precise mechanism of action remains unclear and ribavirin used as monotherapy has no durable antiviral efficacy. Several sugar-modified and base-modified nucleoside analogues have been reported to inhibit the RdRp enzymatic activity and block HCV replication in the replicon systems. The nucleoside analogues, inhibiting NS5B polymerase activity, have mostly 2′-methylribose structures and act as chain terminators [93,94]. Chain terminators have proven to be effective against viral DNA polymerases, and a number of these compounds have been approved for treatment of HIV and hepatitis B. Nucleoside inhibitors are less prone to drug resistance induced by mutations than non-nucleoside inhibitors because they bind to the enzyme's active site, which is more conserved and less genetically variable than the allosteric (non-catalytic) sites bound by non-nucleosides. Anyway mutation may not be the only resistance mechanism. Researcher, led by Matthias Gotte at McGill University in Montreal, just published evidence for a new mechanism of viral resistance to nucleoside inhibitors: pyrophosphorolytic excision. The RNA polymerase, in the presence of cellular pyrophosphatase, can literally cut the nucleoside analogue drug off the chain, allowing the chain to resume growth. How much this happens in HCV is not yet known.

Several compounds, based on dioxolane triphosphate and nucleoside phosphate, have been reported [95]. β-D-2′-methylribofuranosyl guanosine is the most prominent, since it can be phosphorylated in vivo and orally administered. The only nucleoside analogue shown to have efficacy in a clinical study is NM 283 (Fig. 8, left panel) (Valopicitabine; University of Cagliari/Idenix/Novartis) [97]. A component of NM 283 is the orally administrable 3′-O-valine ester of 2′-C-methyl-cytidine, NM 107 (Fig 8 right panel). NM 107, once phosphorylated intracellularly to its 5′ tripophosphate metabolite, is initially known to be effective against BVDV. Later, a replicon cell lines-based assay revealed it to be effective against HCV. NM 283 is effective against replicons originating from different HCV strains. Replicons resistant to 2′-C-methylcytidine contain the S282T mutation in the viral polymerase and show a reduced fitness. NM 283, combined with pegylated IFN, exhibited improved efficacy and adequate tolerability compared to current therapies for chronic hepatitis C patients.
Apart from NM283 other 2'-methyl nucleosides that selectively inhibit of HCV replication are 2'-O-methyl-cytidine, 2'-C-methyl-adenosine, 2'-C-methyl-guanosine, and 7-deaza-2'-C-methyl-adenosine. These are clinically less advanced, but some of them have been extensively characterized in vitro as well as in preclinical models of HCV infection [98-100]. In particular, the high inhibitory potency and reduced cellular toxicity of 7-deaza-2'-C-methyl-adenosine, combined with a very promising pharmacokinetic profile in preclinical animal species, makes this compound an attractive candidate for clinical development [101].

Lastly, RG7128 (Roche/Pharmasset), a 2'-modified nucleoside analogue, has recently entered early clinical trials. RG7128 is an oral prodrug of 2'-deoxy-2'-fluoro-2'-C-methyl-cytidine, a pyrimidine nucleoside analogue that was shown to act as a non-obligate chain terminator of the NS5B polymerase activity [102] and to efficiently inhibit the replication of HCV RNA in hepatoma cell lines [103]. A 4'-modified nucleoside, 4'-azido-cytidine, was recently reported as a potent competitive inhibitor of NS5B-dependent RNA synthesis and hepatitis C virus replication in cell culture [104]. This compound was shown to inhibit RNA synthesis in a competitive manner and to be a moderately potent inhibitor of the replicon system. R1626 will enter a phase II trial at the two lower doses in combination with PEG-IFN with or without ribavirin.
Non-nucleoside inhibitors

Non-nucleoside inhibitors are the most diverse of the known HCV NS5B inhibitors. They act mostly as allosteric inhibitors and interfere with the conformational transition during the initiation of RNA synthesis [105]. In fact, besides the active site, the X-ray derived co-crystal structures of compounds bound to NS5B revealed distinct allosteric regulatory sites that are located distant to the active site and are targets for developing antiviral agents. Accordingly, compounds that interact either with the RdRp active site or the allosteric site could potentially interfere with substrate binding and/or conformational changes, thus effectively inhibiting initiation.

Table 1:

<table>
<thead>
<tr>
<th>Drug Name / Category</th>
<th>Drug Name / Category</th>
<th>Pharmaceutical Company</th>
<th>Clinical Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG7128 (Polymerase Inhibitor)</td>
<td>RG7227 (ITMN-191) (Danoprevir) Protease Inhibitor</td>
<td>Genentech in collaboration with Pharmasset &amp; InterMune</td>
<td>Phase I</td>
</tr>
<tr>
<td>Telaprevir Protease Inhibitor</td>
<td>VX-222 Polymerase Inhibitor</td>
<td>Vertex</td>
<td>Phase II</td>
</tr>
<tr>
<td>IDX375</td>
<td>Polymerase Inhibitor</td>
<td>Idenix</td>
<td>Phase I</td>
</tr>
<tr>
<td>ABT-072</td>
<td>Polymerase Inhibitor</td>
<td>Abbott</td>
<td>Phase I</td>
</tr>
<tr>
<td>MK-3281</td>
<td>Polymerase Inhibitor</td>
<td>Merck</td>
<td>Phase I</td>
</tr>
<tr>
<td>PSI-7851</td>
<td>Polymerase Inhibitor</td>
<td>Pharmasset</td>
<td>Phase I</td>
</tr>
<tr>
<td>ABT-333</td>
<td>Polymerase Inhibitor</td>
<td>Abbott</td>
<td>Phase I</td>
</tr>
<tr>
<td>VX-916</td>
<td>HCV Polymerase</td>
<td>Vertex</td>
<td>Phase I</td>
</tr>
<tr>
<td>Filibuvir (PF-00868554)</td>
<td>HCV Polymerase Inhibitor</td>
<td>Pfizer</td>
<td>Phase I</td>
</tr>
<tr>
<td>RG7128</td>
<td>Polymerase Inhibitor</td>
<td>Pharmasset/Genentech</td>
<td>Phase I</td>
</tr>
<tr>
<td>VX-222</td>
<td>Polymerase Inhibitor</td>
<td>Vertex</td>
<td>Phase II</td>
</tr>
<tr>
<td>IDX184</td>
<td>Polymerase Inhibitor</td>
<td>Idenix</td>
<td>Phase II</td>
</tr>
<tr>
<td>ANA598</td>
<td>Polymerase Inhibitor</td>
<td>Anadys Pharmaceuticals</td>
<td>Phase II</td>
</tr>
<tr>
<td>GS 9190</td>
<td>Polymerase Inhibitor</td>
<td>Gilead</td>
<td>Phase II</td>
</tr>
<tr>
<td>VX-759</td>
<td>Polymerase Inhibitor</td>
<td>Vertex</td>
<td>Phase II</td>
</tr>
<tr>
<td>PSI-7977</td>
<td>Polymerase Inhibitor</td>
<td>Pharmasset</td>
<td>Phase IIa</td>
</tr>
</tbody>
</table>

Table 1: Approved antiviral drugs against HCV. Adapted from: HCV Advocate; July 24, 2010; Hepatitis C treatment in current clinical development; Alan Franciscus.
Several classes of structurally distinct NNIs of the HCV RdRp have been identified and disclosed; these included but are not limited to benzothiadiazines, benzimidazoles/diamides, disubstituted phenylalanine/thiophene amides and substituted pyranones. Benzimidazole derivatives were the first non-nucleoside inhibitors that demonstrated to be active against the HCV polymerase by Japan Tobacco[106]. One representative compound showed an EC\textsubscript{50} value in the submicromolar range. Investigation of the mechanism of action indicated that the compound did not compete with incorporation of NTP. Moreover, mutations, conferring resistance to these compounds, were mapped to proline residue 495, which is located on the surface of the polymerase thumb domain and away from the active site, suggesting that the compounds acted as allosteric inhibitors, by blocking the activity of the polymerase prior to the elongation step. The first NNIs of HCV, that entered clinical trials, were JTK-109 and JTK-003 (Japan Tobacco). These benzimidazole derivatives act as allosteric inhibitors and block the polymerase before elongation. Resistance of HCV replicons to this class of compounds maps to P495. Co-crystallization studies of the HCV polymerase, with a related analogue, suggests that these compounds bind on the surface of the thumb domain at a position that is in the 'closed' enzyme occupied by one of the fingertips. The binding of the compound to this cavity forces the enzyme in the 'open' configuration, annihilating its functionality. Boeringer Ingelheim reported a series of benzimidazole-containing heterocycles, by extending the original derivatives to topologically related scaffolds and incorporating an amide moiety inside the molecule. Interestingly, subsequent substitution of the benzimidazole with a pyrazolopyrimidine moiety led to active compounds with an EC\textsubscript{50} less than 1 \textmu M.

Thiophene derivatives are reversible allosteric inhibitors of the enzyme. Replicons resistant to the compounds contain mutation at position 419 and 423 at the base of the thumb, which is different from the position where the JT-compounds bind. Binding of the thiophene analogues to this allosteric site also results in a conformational change of the enzyme that may explain the antiviral activity.

**Figure 9.** Ribbon representation of the overall structure of HCV NS5B polymerase in blue along with transparent surface view in white. Solid surface representations of four allosteric binding sites are also shown. The dark red colored surface corresponds to the thumb allosteric binding pocket of indole group "site A"; the dark green colored surface(thiophene) corresponds to the 2\textsuperscript{nd} thumb allosteric binding site "site B", the dark yellow colored surface corresponds to the allosteric binding site situated in the palm domain "site C" and the dark skyblue colored surface(benzofuran) correspond to 2\textsuperscript{nd} palm domain binding site "site D".
In the literature several Benzothiadiazines were reported that target the viral polymerase. Although this class of compounds induce a variety of mutation in the enzyme, only methionine 414 is believed to be part of the inhibitor binding site. This residue is located in the inner surface of the thumb domain, close to the catalytic site of the enzyme. The allosteric binding site of the Benzothiadiazine is thus again different from that of Thiophene and Benzimidazole derivatives. Cross-resistance studies and synergistic inhibition of HCV polymerase, by combination of a Benzimidazole and a Benzothiadiazine, further confirmed that these two structurally distinct classes of inhibitors had non-overlapping binding sites and thus acted with different mode of action. Heterocyclic Benzo-1,2,4-thiadiazine derivatives are specific inhibitors of RNA synthesis in HCV replicon systems [107]. GlaxoSmithKline (formerly SmithKline Beecham) disclosed a novel class of Benzothiadiazine derivatives, from which a representative compound displayed good potency both in biochemical assay, with an EC$_{50}$ value of 80 nM and HCV replicon assay with an EC$_{50}$ value of 500 nM. Moreover, the Benzothiadiazine derivatives were shown to be highly selective for the HCV RdRp, failing to inhibit other viral and mammalian polymerases. Treatment with the compound and IFN-α resulted in a highly synergistic effect in the replicon system. Further study demonstrated that the compounds are non-competitive for NTP incorporation and act to arrest de novo initiation of RNA synthesis prior to the elongation phase, possibly through interacting with the functionally critical NS5B polymerase active site. Substitution of the quinolinone moiety with pyrrolone group led to compounds with greater potency.

Researcher at Shire Biochem disclosed two classes of HCV polymerase inhibitors, including phenylalanine and thiophene carboxylate derivatives. Further studies demonstrated that the inhibitors bound to a allosteric site in the thumb domain, disctinct from the binding site of benzimidazole. In addition, other promising non-nucleoside inhibitors are in different phases of clinical trials. R803, a small molecule HCV RdRp inhibitor, developed by Rigel Pharmaceuticals, was found to be active in the replicon system, with EC$_{50}$ below to 10 µM. R803 entered into a multi-dose phase I/II clinical study for chronic HCV infection, but recently the study has been cancelled. HCV-086, another orally available small molecule inhibitor of NS5B polymerase, was co-developed by Viropharma and Wyeth. Results from a phase 1b study demonstrated that HCV-086 possessed favourable pharmacokinetics and was generally safe and well tolerated. However, the overall antiviral activity of HCV-086 did not warrant further development. The follow-on compound HCV-796, a novel non-nucleoside HCV polymerase inhibitor, is being evaluated in ongoing clinical trials in combination with PEG-IFN. HCV-796 is well tolerated with no dose limiting toxicities and it displayed dose-dependent antiviral activity across multiple genotypes. The most significant and sustained reduction in viral load from baseline was observed on patient infected with genotype 1b HCV. Anyway, in August Viro Pharma and its development partner Wyeth announced discontinuation of phase 2 dosing of the polymerase inhibitor HCV-796, because of elevated liver enzymes in some patients. During 2007, companies, including seven biotechs, abandoned or suspended at least eight antiviral drugs in clinical development. The disappointments are not new: drugs specifically targeting the hepatitis C virus have been in the works since the early 1990s, but no compound of this kind has yet advanced to phase 3 trials. Four of the failed drugs were inhibitors of NS5B RNA polymerase. GlaxoSmithKline, in London, and XTL Biopharmaceuticals, of Valley Cottage, New York, discontinued their polymerase inhibitors in phase 1. These failures are a serious setback for the field, but they do not indicate a general drawback of the entire class of compounds. In fact, each drug has its own problem and has its own characteristics. At least three polymerase inhibitors remain in clinical development. A part from the molecules that are known to have entered clinical trials, several other NNIs of HCV are in advanced preclinical development and early results for the newer polymerase inhibitors look promising. A series of 8,9-diketoacid compounds, as inhibitor of HCV polymerase, has been identified. Further optimization led to identification of a potent HCV NS5B polymerase inhibitor, with an EC$_{50}$ of 45 nM. Compounds of dihydroxyprymidine carboxylic acid class are believed to chelate the two catalytic Mg$^{2+}$ ions in the active site as diketoacid compounds. However, no data of in vivo activity for the pyrophosphate mimics are available and the high ionic nature of these compounds may raise concerns, such as low bioavailability and toxicity. The binding sites for (2s)-2-[(2,4-dichloro-phenyl)-2-yl]-[3-trifluoromethylphenyl]-amino]-3-phenyl-propionic acid and (2s)-2-[(5-Benzofuran-2-yli-thiophen-2-ylmethyl)-(2,4-dichlorobenzoyl)-amino]-3-phenylpropionic acid are located in the thumb subdomain 35 Å far from the active site. A benzimidazole inhibitor and N,N disubstituted phenylalanine inhibitor also induced an allosteric interaction[108]. There are 3 classes of inhibitors that bind to a pocket in the thumb domain. Phene 2-carboxylic acids, phenylalanine derivatives and cyclopentyl dihydropyran-2-ones all bind to methionine-423[108]. Other non-nucleoside inhibitors, known to bind to methionine 423 in the palm and thumb domain of the active site cleft, include benzothiadiazine[107] and benzimidazole 5-carboxamid. Benzimidazole 5-carboxamide inhibits the initiation phase and acts in a non-
Natural and synthetic coumarins have multiple biological activities. For instance, they have been claimed to be useful as anticoagulant, antibacterial, anti-inflammatory, anticancer and anti-HIV agents. Very few are reported to be able to counteract HCV. Only some coumarin derivatives like Osthole (7-methoxy-8-prenylcoumarin) is capable of inhibiting HCV replication and/or proliferation. In particular, Osthole is able to counteract the progression of hepatitis C into hepatocarcinoma. Since the great variability of pharmacological response of coumarins is connected to large modification of their substituents, Mazzei and co-workers (Department of Pharmaceutical Sciences, Genova, Italy) found interesting to synthesize some coumarin Mannich bases in order to examine their ability to inhibit HCV replication. This idea proved to be a winning strategy: in fact, a number of synthesized compounds showed moderate, but significant activity against Flaviviridae family, paving the way for new coumarins to be used in the hepatitis C infection.

Non-nucleoside active against BVDV

VP32947 [109], mizoribine [110], BPIP[111], Acridones [112], AG110 [113], SC-560 [114], iminosugar derivatives [115], LZ37 [116], BIT225 [117]. γ-carboline[118,119,120]

HIV-RT

In a journey of 25 years, HIV-1, the retrovirus responsible for the acquired immunodeficiency syndrome (AIDS), has gone from being an “inherently untreatable” infectious agent to one eminently susceptible to a range of approved therapies. HIV epidemic fueled development of new antiviral drug classes, based on advances in the understanding of the viral life cycle, have transformed what used to be a rapid and lethal infection into a chronic condition that can be controlled for many years through combination of therapies with different classes of antiviral drugs — known as highly active antiretroviral therapy (HAART).

It all started in 1985, two years after the identification of human immunodeficiency virus (HIV) [121] and one year after the initial evidence about its etiological link to AIDS was reported [122]. Samuel Broder’s group at the National Cancer Institute together with collaborators from Burroughs-Welcome company, identified 3-azidothymidine (AZT, zidovudine) as the first nucleoside inhibitor with in vitro anti-HIV activity.

The discovery of the anti-HIV activity of AZT was a landmark in the development of antivirals, providing the first proof of concept that the replication of HIV could be controlled by chemotherapy and thereby establishing the foundation of antiretroviral drug discovery research [123]. Thus, AZT became the first nucleoside HIV reverse transcriptase inhibitor (NRTI). Over the course of 25 years that followed after this seminal discovery, seven nucleosides have been approved by the United States Food and Drug Administration (FDA) for the treatment of HIV infection starting with the approval of AZT in 1987 and followed by didanosine (ddl), zalcitabine (ddC), stavudine (d4T), lamivudine (3TC), abacavir (ABC), tenofovir disoproxil fumarate (Table 2) Despite the approval of NRTIs as effective therapies for HIV-1/AIDS, side-effects of these antiretrovirals were found to be real and certainly not to be discounted.

Members of the of NRTIs were eventually joined by nonnucleoside RT inhibitors (NNRTIs), which were discovered in 1990, and interact with an allosteric binding site on HIV-1 reverse transcriptase that becomes exposed upon ligand binding[124]. NNRTIs are a key part of typical HAART regimes for treatment-naive patients (two NRTIs and one NNRTI), owing to their potency, favorable safety profile and ease of dosing. However, the relatively rapid emergence of resistance, resulting from mutations of residues that surround the NNRTI binding site (in particular K103N and Y181C), is a serious limitation. In addition to the three NNRTIs — nevirapine, delavirdine and efavirenz — that have been approved for the treatment of HIV, a few more are in clinical development[126], including rilpivirine, etravirine and dapivirine. Their mechanism of action is similar to that of the approved NNRTIs in that they interact with a specific binding site of the reverse transcriptase, thereby blocking the enzyme’s activity. It has recently been demonstrated that NNRTI binding to the polymerase domain of the reverse transcriptase interferes with RNase H activity, and that mutations in the
NNRTI binding site (K103N, Y181C, Y188L and K103N/Y181C) reduce the potency of RNase H inhibition[125].

Despite progress in the treatment of HIV, there is still considerable room for improvement and expansion of antiviral drugs. Antiretroviral therapy has brought about a substantial decrease in the death rate due to HIV-1 infection, changing it from a rapidly lethal disease into a chronic manageable condition, compatible with very long survival. This has special implications within the classic boundaries of public health around the world, but at the same time in certain regions may also affect a cycle of economic and civil instability in which HIV-1/AIDS is both cause and consequence. Many challenges remain, including 1) the life-long duration of therapy; 2) the ultimate role of pre-exposure prophylaxis (PrEP); 3) the cardiometabolic side-effects or other toxicities of long-term therapy; 4) the emergence of drug-resistance and viral genetic diversity (non-B subtypes); 5) the specter of new cross-species transmissions from established retroviral reservoirs in apes and Old World monkeys; and 6) the continued pace of new HIV-1 infections in many parts of the world. All of these factors make refining current therapies and developing new therapeutic paradigms essential priorities. Fortunately, there are exciting new insights into the biology of HIV-1, its interaction with cellular resistance factors, and novel points of attack for future therapies. The current science will lead to new therapeutic strategies with far-reaching implications in the HIV-1/AIDS pandemic.

### Table. 2: Approved antiretroviral drugs

<table>
<thead>
<tr>
<th>Generic name(s)</th>
<th>Manufacturer name</th>
<th>Approval date</th>
<th>Time to approval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zidovudine, abacavir, lamivudine, didanosine</td>
<td>GlaxoSmithKline (original sponsor)</td>
<td>19 March 1987</td>
<td>3.5 months</td>
</tr>
<tr>
<td>Zidovudine</td>
<td>Bristol-Myers Squibb</td>
<td>9 October 1991</td>
<td>6 months</td>
</tr>
<tr>
<td>Zalcitabine</td>
<td>Hoffmann-La Roche</td>
<td>19 June 1992</td>
<td>7.6 months</td>
</tr>
<tr>
<td>Stavudine, didanosine</td>
<td>Bristol-Myers Squibb</td>
<td>24 June 1994</td>
<td>5.9 months</td>
</tr>
<tr>
<td>Lamivudine, FTC</td>
<td>GlaxoSmithKline</td>
<td>27 September 1997</td>
<td>3.9 months</td>
</tr>
<tr>
<td>lamivudine and zidovudine</td>
<td>GlaxoSmithKline</td>
<td>17 December 1998</td>
<td>5.8 months</td>
</tr>
<tr>
<td>Abacavir sulfate, adefovir</td>
<td>GlaxoSmithKline</td>
<td>31 October 2000</td>
<td>9 months</td>
</tr>
<tr>
<td>Emtricitabine</td>
<td>GlaxoSmithKline</td>
<td>14 November 2000</td>
<td>10.9 months</td>
</tr>
<tr>
<td>Tenofovir disoproxil fumarate</td>
<td>Gilead Sciences</td>
<td>26 October 2001</td>
<td>5.9 months</td>
</tr>
<tr>
<td>Tenofovir disoproxil fumarate and emtricitabine</td>
<td>Gilead Sciences</td>
<td>2002</td>
<td>5 months</td>
</tr>
<tr>
<td>Nevirapine, etravirine</td>
<td>Boehringer Ingelheim</td>
<td>21 June 1996</td>
<td>3.9 months</td>
</tr>
<tr>
<td>Delavirdine, ETV</td>
<td>Pfizer</td>
<td>4 April 1997</td>
<td>8.7 months</td>
</tr>
<tr>
<td>Efavirenz, EFV</td>
<td>Bristol-Myers Squibb</td>
<td>17 September 1998</td>
<td>3.2 months</td>
</tr>
<tr>
<td>TMC125</td>
<td>Tibotec Therapeutics</td>
<td>18 June 2008</td>
<td>6 months</td>
</tr>
</tbody>
</table>

Drugs are listed in order of FDA approval within each class.

---

[125] Reference for NNRTI binding site and RNase H inhibition.
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II-Methods
METHOIDS

1.1 DOCKING

Molecular docking is a multidimensional optimization problem, requiring efficient sampling across the entire space of positional, orientational, and conformational possibilities available to both a receptor and a ligand it recognizes. Recent flexible docking studies and the results from the docking section of the critical assessment of protein.Structure (CASP2) prediction contest [14] suggest that a suitable combination of homology modeling, docking strategies and experimental studies can be used to reliably predict protein-ligand structures.

Protein-ligand interactions, described by the induced-fit model of molecular recognition, involve structural alterations in the receptor binding site and the ligand. Thus, it is critical that the model allows for flexibility in both the ligand and the receptor. The computer programs AUTODOCK, GOLD, GLIDE, FLEX etc, which we have now integrated into our studies of protein-ligand interactions, allow partial flexibility of the receptor and full flexibility of the ligand. flexibility of the ligand and receptor is computationally cumbersome to include in the docking simulations. If the ligand and the receptor are completely flexible during the simulation, even if we exclude everything else but the receptor binding site, the computational cost of the docking problem becomes so great. Proper ways to accommodate flexibility in the docking simulations without increasing the computational effort too much is one of the most important issues in the development of new methodologies at the moment. Computer-aided ligand-receptor docking has become an important research tool in structural biology.

1.1.1 Autodock

AUTODOCK (current version 3.0 and 4.0) docks flexible small molecules ligand to rigid macromolecular receptor and with some residue flexibility of receptor. In the docking simulations the number of rorsional degrees of freedom in the ligand can be varied, but some angles and bond distances are maintained rigid. AUTODOCK uses Monte-Carlo simulated annealing and/or Lamarckin genetic algorithm minimization scheme combined with a rapid, atomic resolution, grid based method of energy evaluation utilizing the Amber force field. In order to find low
energy conformations of ligands in the receptor binding site. The overall interaction energy between chemical species (i.e. between atoms of the ligand and the receptor) is estimated by considering both Lennard-Jones atom-atom potential and electrostatic effects, summed for the individual interactions between atoms. A distance-dependent dielectric constant or special solvation energy grid can be used to account for the solvent effects.

Stoddard and Koshland were pioneering users of AUTODOCK in a clever prediction of a structure of a protein-protein complex by docking separate domains. Apart from many uses of AUTODOCK in various ways of protein ligand interaction, it also helped in invention of a drug which is in clinical trials for HIV. McComman et al. in 2007 used AUTODOCK in conjunction with the Relaxed Complex Method. Merck Pharmaceutical company used McComman’s et al. group protocol of AUTODOCK to design new drugs that target integrase, which lead in October 2007 to the first clinically approved HIV Integrase inhibitor: Isentress.

The docking of the ligands was explored with AUTODOCK and the docking energy produced with the AUTODOCK force field was corrected with the energy needed to solvate the ligands. Protocol

Autodock 4 was used for all docking calculations (Morris GM et al. Journal of computational chemistry; 2009). The AutoDock-Tools (ADT) package was employed to generate the docking files and analyze the docking results. In the absence of literature data for the binding of different classes of compounds, we performed molecular docking taking carbon alpha atom of the respective resistant mutant of the corresponding site as in case of HCV and the resistant mutation isolated from our lab in case of BVDV, as a grid center, for each compounds. The interaction pattern and key residues of crystallized ligand (table1), which correspond to the binding site A, B, C, and D were used for the identification of proper orientation of our compounds into the different binding sites. Two different grid boxes, one for each binding site, were centered on the average mass center of the ligands. Thus, a grid box of 91 × 91 × 86 points and a grid spacing of 0.375 Å was set in order to accommodate the NNIs that bind on to the different sites of NS5B polymerase.

The second grid box (spacing, 0.375 Å) of 62 × 75 × 75 points was implemented in such a way to accommodate the NNIs into the more buried area of NS5B. The grid maps were generated for each atom probe, describing its interactions with the compounds. AutoGrid 4, as implemented in the Autodock software package, was used to generate grid maps. The Lamarckian genetic algorithm (LGA) 62 was employed to generate orientations...
or conformations of the ligands within the binding site. The
global optimization started with a population of 150 randomly
positioned individuals, a maximum of 2.5 X 10^8 energy evalua-
tions, and a maximum of 27,000,000 generations, as mentioned
the protocol for blind docking. A total of 200 runs was performed,
while all the remaining run parameters were maintained at their
default settings. A cluster analysis was carried out using 2Å as
the root-mean-square deviation tolerance. Docking experiments
were also tried using a single grid box comprising the two bind-
ing sites. Although Autodock performed quite well in selectively
positioning the ligands in the right pockets, the results in term of
root-mean-square-deviation (rmsd) values were not fully satisfy-
ing. This is likely due to the fact that with only 100 runs such a
large region is not sufficiently explored. Nevertheless, a higher
number of conformation sampling, may not assured better results
in the absence of required no. of runs. So we went for 200 runs
although it was computationally demanding.

1.2 ASSESSMENT OF DOCKING

1.2.1 Redocking

Further refinement of docking was performed, aiming to check
out the more realistically binding mode conformations of com-
pounds with no experimental data. In order to check for the
reliability of the docking protocol, we performed docking studies
on NS5B polymerase complexes. The docking results were eval-
uated through a comparison of the predicted docked positions
of the ligand and the experimental ones. As a measure of dock-
ing reliability, the rmsd between the positions of heavy atoms
of the ligand in the calculated and experimental structures was
considered.

The choice of the best conformation was based on the assump-
tion that, although for high-throughput screening protocols, only
the first ranked conformations should be considered (that is, the
conformer characterized by the lowest estimated free energy of
binding)\textsuperscript{63}. In other cases, the lowest energy conformer of the
most populated cluster should also be taken into account\textsuperscript{64}. We
applied the second protocol for investigation of binding mode
of newly identified potent lead of different class of compounds.
While the best docked is the lowest energy docked conformations
of the first autodock generated cluster, the best cluster is the low-
est energy docked conformation of the most populated cluster
and best fitted cluster is the lowest energy docked conformation
of the cluster showing the lowest rmsd value. In the ideal case, i.e.,
the error free docking program, the three conformations would
have coincided.
The fact that Autodock reproduces the correct conformations (best fitted cluster) by 100 percent reflects the intrinsic lack of accuracy (at least for NS5B) of the implemented scoring function in selecting the right pose, and this is at the basis for the further analysis using molecular dynamics.

Flexibility of the ligand and the receptor is

1.3 Molecular Dynamics

Molecular Dynamics (MD) simulation is a technique founded upon the basic principles of classical mechanics that provide a dynamical picture of the individual particles of the system at a microscopic level. Using this technique successive configuration of the molecular system (in the phase space of coordinates and momenta) is generated by integrating Newton’s law of motion. The result is a trajectory, which contains the microscopic time evolution of the system in the phase space [? ? ]. From the trajectory generated, one can compute the dynamical properties such as absorption spectra, rate constants and transport properties. Further, on combining MD with statistical mechanics as a mean of sampling, one can compute equilibrium properties such as average thermodynamics quantities, structure, and free energies along the reaction path seen as a union of all possible states of the system [? ? ]. For instance, the statistical ensemble average of an observable \( A \) can be obtained as:

\[
\langle A \rangle = \sum_{t=1}^{\infty} A(t)
\]

The assumption made here is called the ergodic hypothesis, i.e. given an infinite amount of time, ensemble average of observable \( A \), is equivalent to its time average. The main aspect in atomistic MD simulations are:

- An algorithm that samples the phase space
- The choice of the interaction potential, \( V(r) \), between the atoms of the system.

Several simulations approaches were developed in the last decades that differs in the method to sample the phase space. The most fundamental form used to describe equation of motion is the Lagrangian form:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_j} \right) - \left( \frac{\partial L}{\partial q_j} \right) = 0
\]

where \( L(q, \dot{q}) \) is Lagrangian defined as the difference between the kinetic and potential energies \( L=K-V \), where \( q_j \) are general-
ized coordinates and $\dot{q}_j$ are the associated time derivative. The momentum conjugate to coordinate $q_j$ is given as:

$$p_j = \frac{\partial L}{\partial \dot{q}_j} \quad (1.3)$$

On substitution with the usual definition of kinetic and potential terms with cartesian coordinates $r_i$, equation 1.2 becomes:

$$F_i = m_i \ddot{r}_i \quad \text{with} \quad F_i = -\frac{\partial V(r)}{\partial r_i} \quad (1.4)$$

where $V(r)$, the potential, is a function of the atoms positions and $F_i$ represents the total force on atom $i$. In this equation one assumes that the nuclear motion of constituent particles obeys the laws of classical mechanics. This is an excellent approximation if the distance in the energetic (translational, rotational and vibrational) levels of the involved degrees of freedom is $<< kT$, where $k$ is the Boltzmann constant and $T$ the temperature.

In the Hamiltonian form the equation of motion for the cartesian coordinates is given by:

$$\dot{r}_i = \frac{p_i}{m_i} \quad \text{and} \quad \dot{p}_i = \frac{\partial V(r)}{\partial r_i} \quad (1.5)$$

1.3.1 Integration of Newton equations of Motion

Under the influence of a potential, the motions of atoms are strongly coupled to each other giving rise to many-body problems that cannot be solved analytically [? ]. Therefore, in MD calculation an iterative numerical procedure is employed to obtain an approximate solution for the equations of motion.

The two important properties of the equations of motion to be noted are:

- They must be time reversibe ($t=-t$).
- Conservation of total Energy (Hamiltonian) of the system.

For the first point, as the Newton equations are time reversible also the algorithm used is supposed to satisfy the same time reversal symmetry. The algorithms that are not time reversible do not normally preserve the phase space volume, i.e. they do not satisfy the Liouville theorem. For the second point, conservation of Hamiltonian is equivalent to conservation of total energy of the system and provides an important link between MD and statistical mechanics. The energy conservation condition $H(p,r) = E$, defines a hypersurface in the phase space called the constant energy, imposing a restriction on system to remain on this surface.
A good way to check the accuracy of the algorithm is to follow the temporal evolution of an observable $A$ that should be conserved (e.g. the total energy). In general a good algorithm must be such that:

$$\frac{|A(t_n) - A(t_0)|}{A(t)} \ll 1, \quad \text{for } (t_n - t_0) \gg \Delta t$$

there is no drift in the total energy.

The MD integration of the Newton’s equation which have a continuous form, are based on assumption that position, velocities and other dynamical properties can be discretized using the Taylor series expansion:

$$\begin{align*}
 r(t + \delta t) &= r(t) + \Delta t v(t) + \frac{1}{2} \Delta t^2 a(t) + \frac{1}{6} \Delta t^3 b(t) + \ldots \quad (1.6) \\
 v(t + \delta t) &= v(t) + \Delta t a(t) + \frac{1}{2} \Delta t^2 b(t) + \frac{1}{6} \Delta t^3 c(t) + \ldots \quad (1.7)
\end{align*}$$

The choice of the integration method depends on the degree of accuracy of problem at hand. One of the most useful form used is the velocity verlet algorithm, a variant of verlet algorithm. The advantage is using velocity verlet method is that positions, velocities and acceleration are well synchronized that allow to calculate the kinetic energy contribution to the total energy at same time, from which potential energy is determined. The equations are:

$$\begin{align*}
 r_i(t + \Delta t) &= r_i(t) + v_i(\Delta t) \Delta t + a_i \frac{1}{2} \Delta t^2 + O(\Delta t^3) \quad (1.9) \\
 v_i(t + \Delta t) &= v_i(t) + [a_i(t) + a_i(t + \Delta t)] \frac{1}{2} \Delta t + O(\Delta t^3) \quad (1.10)
\end{align*}$$

where $a_i, r_i, v_i$ are respectively the acceleration on the atom $i$, the atom position and the atom velocity. The algorithm has an accuracy of $O(\Delta t^3)$ for the variables and it is reversible in time.

Together with conservation of energy and time-reversibility another important feature of an integrating algorithm is to permit long time steps $\Delta t$. It is expected that the numerical Newtonian trajectory will diverge from the “true” Newtonian trajectory. However, it is important that the integrating algorithm maintains a well defined energy tolerance $\Delta E$ throughout the simulation time. The error ($\Delta E$) is known to decrease on decreasing the time step $\Delta t$. The aim here is to find a balance between using the largest possible time step and maintaining an acceptable $\Delta E$ all along the simulation. A large time step would lead to faster exploration, but energy would fluctuate widely with the possibility of the
simulation being catastrophically unstable, on other hand too
short time step would lead to computation being needlessly slow.
The choice of an integration step is determined by the nature of
forces acting on the system. The golden rule is to choose time
step ($\Delta t \sim 10^{-15}$ s) such that the fastest motion of the system
can be integrated accurately. This requirement is a severe restric-
tion, particularly as high frequency motions are relatively of less
interest and have minimal effect on the overall behavior of the
system. One suggested approach is to freeze out such vibrations
by constraining the appropriate bonds to their equilibrium values.
Details of this approach is discussed in subsection 1.3.4 or to
use multiple time step approach which is discussed in subsection
1.3.2

1.3.2 Multiple Time Step Integrator

One of the approaches to accelerate the integration of equations
of motion, is to use “multi-time” step algorithm such as reverse
reference system propagation algorithm (r-RESPA)\[1]. In the
algorithm (r-RESPA), the molecular system is classified into num-
er of groups according to how rapidly the forces varies over
time. The starting point is the Liouville operator formulation,
which can cast the equations for the Hamiltonian system (see
equation 1.5) in a general form:

$$\dot{x} = iLx$$  \hspace{1cm} (1.11)

where $x$ is the phase vector and $iL$ is the Liouville operator.
Consider a molecular system containing $N$ atoms (or $3N$ degrees
of freedom) with $x = \{r_i, p_i\}$ representing a point in the phase
space. The Liouville operator in cartesian coordinates is defined
as:

$$iL = [..., H] \equiv \sum_{i=1}^{3N} \left[ \frac{\partial H}{\partial p_i} \frac{\partial}{\partial r_i} - \frac{\partial H}{\partial r_i} \frac{\partial}{\partial p_i} \right]$$  \hspace{1cm} (1.12)

On substituting equation 1.5 into equation 1.12 we get:

$$iL = [..., H] \equiv \sum_{i=1}^{3N} \left[ \frac{p_i}{m_i} \frac{\partial}{\partial r_i} + F_i \frac{\partial}{\partial p_i} \right]$$  \hspace{1cm} (1.13)

where $F_i$ is the force on $i^{th}$ degree of freedom, and $\{...,\}$ is the
poisson bracket. The classical time propagator $U(t)$ is unitary and
defined as $e^{iL\tau}$, and the evolution of system Eq. 1.11 is expressed
as:

$$x(t) = e^{iL\tau}x(0)$$  \hspace{1cm} (1.14)
The action of operator $U(t)$ on $x(0)$ cannot be determined analytically, however the operator can be decomposed using Trotter theorem, such that the action of $U(t)$ on $x(0)$ for each part can be evaluated analytically. Applying the Trotter theorem we get:

$$e^{i(L_1+L_2)t} = e^{i(L_1+L_2)t/P} = e^{i(L_1+L_2)\Delta t/P}$$

$$= e^{iL_1(\Delta t/2)} e^{iL_2\Delta t} e^{iL_1(\Delta t/2)} + O(t^3/P^2)$$

(1.15)

where $\Delta t = t/P$. For finite $P$, the numerical iteration procedure is accurate to the second order in the time step at long times. From equation 1.15 for the three exponential terms, we define the discrete time propagator $(U_1, U_2)$ as:

$$G(\Delta t) = U_1(\Delta t/2) + U_2(\Delta t) + U_1(\Delta t/2) + O(t^3/P^2)$$

$$= e^{iL_1(\Delta t/2)} e^{iL_2\Delta t} e^{iL_1(\Delta t/2)} + O(t\Delta t^2)$$

(1.16)

Since the three exponential terms in $G \Delta t$ are separately unitary, $G(\Delta t)$ is also unitary i.e $G^{-1}(t) = G^\dagger(t) = G(-t)$. Lets us now consider the propagator generated by subdivision as:

$$iL_1 = \sum_{i=1}^{N} \frac{p_i}{m_i} \cdot \frac{\partial}{\partial r_i}$$

$$iL_2 = \sum_{i=1}^{N} F_i \cdot \frac{\partial}{\partial p_i}$$

(1.17)

The operator $U_1(\Delta t/2)$ becomes a translation operator on the positions: $r_i \rightarrow r_i + \Delta t(\frac{p_i}{m_i})$, and operator $U_2(\Delta t)$ becomes a translational operator of momenta: $p_i \rightarrow p_i + (\Delta t)F_i(r)$. On combining these two facts to action of operators in equation 1.16 on complete set of positions and momenta, yields the approximate evolution:

$$r_i(\Delta t) = r_i(0) + \Delta tv_i(0) + \frac{\Delta t^2}{2m_i}F_i(0)$$

$$v_i(\Delta t) = v_i(0) + \frac{\Delta t}{2m_i}[F_i(0) + F_i(\Delta t)]$$

(1.18)

which is the famous velocity verlet [?] integrator derived using the operator formulation. The power of the operator based approach is its symplectic property which ensures no drift in the total energy, resistance to increase in time steps and allows generating stable long trajectories.
r-RESPA algorithms have been successfully employed to incorporate motions on more than two time scales. Let us consider a system with three characteristics time scales, a reference force $F_{\text{ref}}^i$, and two corrections $F_{\text{del}}^i$ and $F_{\text{Del}}^i$, such that $F_i=F_{\text{ref}}^i+F_{\text{del}}^i+F_{\text{Del}}^i$. We define their Liouville operators as $iL^{\text{ref}}$, $iL^{\text{del}}$ and $iL^{\text{Del}}$ and the corresponding timescales $\delta t$, $\Delta t$ and $\Delta T$ respectively. The three time step propagator can then be written as:

$$
\exp(iL\Delta T) = \exp\left(iL^{\text{Del}}\frac{\Delta T}{2}\right) \left\{ \exp\left(iL^{\text{del}}\frac{\Delta t}{2}\right) \left[ \exp\left(iL^{\text{ref}}\right) \right]^m \right. \\
\times \exp\left(iL^{\text{ref}}\frac{\delta t}{2}\right) \left[ \exp\left(iL^{\text{del}}\frac{\Delta t}{2}\right) \right]^n \left. \exp\left(iL^{\text{ref}}\frac{\Delta t}{2}\right) \right\}^m \\
\times \exp\left(iL^{\text{Del}}\frac{\Delta T}{2}\right) \quad (1.19)
$$

Thus, the correction due to slowest time scale is applied every $m \times n$ timesteps, and the intermediate time scale correction is applied every $n$ steps. Such numerical procedure lead to considerable saving in the CPU time to perform a MD simulation.

1.3.3 The interaction potential
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Figure 1: force field

The potential function $V(\mathbf{r})$ from which the forces used in MD are derived depends on the atomic coordinates $\mathbf{r}_i$.

$V(\mathbf{r})$ used in this thesis has the following expression:
\[
V(r_1, r_2, \ldots, r_N) = \sum_{\text{bonds}} \frac{1}{2} K_d (d - d_0)^2 \\
+ \sum_{\text{angles}} \frac{1}{2} K_\theta (\theta - \theta_0)^2 \\
+ \sum_{\text{improper dihedrals}} \frac{1}{2} K_\xi (\xi - \xi_0)^2 \\
+ \sum_{\text{dihedrals}} K_\phi [1 + \cos(n\phi - \delta)] \\
+ \sum_{ij \text{ LJ}} \left[ \left( \frac{C_{12}^{ij}}{r_{12}^{ij}} - \frac{C_{6}^{ij}}{r_{6}^{ij}} \right) \right] \\
+ \sum_{ij \text{ coulomb}} \frac{q_i q_j}{4\pi \varepsilon_0 \varepsilon_r r_{ij}}
\]

(1.20)

The first two terms (two and three body interactions respectively) represent the bonds and angles potentials, that are approximated by harmonic functions. The third and fourth term describe four body interactions. Improper dihedral terms are typically described by an harmonic function. Instead proper dihedrals are described by periodic functions (i.e. cosine functions) of a given periodicity n. The last two terms are a Lennard-Jones (LJ) potential and a coulomb potential between pair (ij) of atoms. The LJ terms reproduce the Van der Walls interactions, while the coulomb potential terms reproduce the electrostatic properties of a protein. These interaction are modelled using the two-body approximation which does not explicitly account for the polarization effects, but on an average. The parameters used in this kind of potentials are typically obtained from quantum chemical calculations and experimental data (e.g. crystallographic data, spectroscopic data, etc). Among the popular sets of parameters (force fields) for MD simulations of proteins we can cite for example AMBER, GROMOS, CHARMM and OPLS. They all use the potential function expression given above for all the atoms of the simulated system except for the GROMOS (and CHARMM19 force field) force field in which a united atom description is used for non-polar hydrogens.

In MD simulations the description of the solvent (water for most of the biologically interesting systems) can be explicit or implicit. In the first case solvent molecules with a full atomistic force field description are added in the simulation box at the experimental density. In the implicit solvent description the solvent is treated as a dielectric medium in which the system is embedded. This is clearly a more approximated description but it is also computationally much more efficient since in many practical cases the solvent constitutes the majority of the atoms. In this
thesis we used for all the MD simulations the AMBER-95 and AMBER-03 force field with an explicit description of the solvent given by the TIP3P[?] water model.

1.3.4 Constraints for Hydrogen

Constraints are used in MD to fix bonds to their equilibrium value. This allows increasing the simulation time step $\Delta t$. Constraining the bond length does not alter significantly the statistics as these are quantum degrees of freedom being mostly in their ground state at the normal simulation temperature. Using the bonds constraints it is possible to use $\Delta t \sim 2\text{fs}$ [?] (2-4 times larger than the one that can be used without constraints). A common method to introduce constraints is the algorithm SHAKE [?], in which after each time step the atoms positions iteratively are modified in order to satisfy the constraint.

SHAKE may have convergence problems when applied to large planar groups and its implementation could hinder the efficiency of computing. To improve these aspects the LINCS algorithm was recently introduced. For water molecules it is also possible to use an analytic solution of SHAKE called SETTLE.

1.3.5 Boundary conditions

To simulate a finite size system, boundary conditions are needed to avoid artifacts near the border of the simulation box. Typically periodic boundary conditions (PBC) are used. In this scheme short range non bonded interactions are calculated using the minimal image convention (only the nearest replica is considered). Typically a cut-off radius ($R_c$) is used for LJ interactions of the order of 10 Å. To avoid interactions between a particle and its periodic image each box side must be larger than 2$R_c$.

The coulomb energy is instead treated considering the full periodicity of the system. For a periodic lattice made by $N$ particles it is given by:

$$E = \frac{1}{8\pi\epsilon_0} \sum_{|n|=0}^{\infty} \star \left[ \sum_{i=0}^{N} \sum_{j=0}^{N} \frac{q_i q_j}{r_{ij} + n} \right]$$

where $n$ indicates the periodic images, $i,j$ the particles and the symbol $\star$ indicates that the summation does not contain the term with $i = j$ if $n = 0$.

The periodicity of the system speeds up the evaluation of the coulombic term. Although convenient, effective, and simple to apply, certain subtle problems arise for long range forces (electrostatics), whose spatial range may extend beyond the boundaries
of the container into surrounding images, present a challenge. Long range forces can only be correctly calculated by summing over all the periodic replicas of the original system. However, the associated computational effort is considerable. Fortunately, methods have been developed to treat this problem. Specifically, the Ewald summation technique, developed originally to treat Coulomb interactions and later extended to treat general interactions of the form \( \frac{1}{r^n} \) for \( n \leq 3 \) has proved enormously successful.

The basic idea behind the technique is to divide the relevant part of the potential into a short range and a long range contribution. For the Coulomb potential, \( 1/r \), for example, this can be achieved via the identity

\[
\frac{1}{r} = \frac{\text{erf}(\alpha r)}{r} + \frac{\text{erfc}(\alpha r)}{r}
\]  

(1.22)

where \( \text{erf}(x) \) and \( \text{erfc}(x) \) are the error function and complementary error function, respectively (\( \text{erf}(x) + \text{erfc}(x) = 1 \)). The variable, \( R \), is a convergence parameter, which can be optimized for each system studied. The short range term, \( \text{erfc}(\alpha r)/r \), is treated as an ordinary short range interaction, i.e., using a spherical cutoff to truncate the interaction at large spatial distances where the potential is small. The long range term, \( \text{erf}(\alpha r)/r \), is Fourier transformed into reciprocal space, where it takes the short-ranged form, \( \exp(-g^2/4\alpha^2) \), and can be evaluated accurately by summing over only a small number of reciprocal space vectors of the simulation cell. Such reciprocal space sums can be evaluated with high a degree of efficiency (\( N \log N \)) using particle-mesh methods (PME). An extension of PME is the smooth PME. With respect to PME, this method uses a fixed cutoff in the direct sum and uses the B-spline interpolation of the reciprocal space structures onto a rectangular grid, permitting the use of fast Fourier transforms to efficiently calculate the reciprocal sum. In this thesis we use SPME method to evaluate the electrostatic energies.

1.3.6 Statistical Ensembles

Molecular dynamics can be performed in different statistical ensembles. The traditionally used ensemble to perform MD is the micro-canonical ensemble (NVE), where the number of particles (N), the volume (V), and the total-energy (E) of the system are fixed to a constant value.

The simple extension of NVE ensemble is the canonical one (NVT), where the number of particles, the volume and the temperature are fixed to a constant value. The temperature \( T \), in contrast to the number of particles \( N \) and volume \( V \), is an inten-
The temperature $T$ is related to the time average of the kinetic energy given as:

$$T = \frac{2}{3} \frac{E_{\text{kin}}}{Nk_B} = \frac{1}{3Nk_B} \sum_{i=1}^{N} \frac{p_i^2}{m}$$

where, $E_{\text{kin}}$ is the kinetic energy, $k_B$ is the Boltzmann constant.

The simplest way to control the temperature is to rescale the velocities at each step by the factor $\lambda = \sqrt{\frac{T_{\text{req}}}{T_{\text{curr}}}}$, where $T_{\text{curr}}$ is the current temperature calculated from the kinetic energy and $T_{\text{req}}$ is the desired temperature (for instance 300 K). However, an alternative way to maintain is to couple the system to an external heat bath that is fixed at the desired temperature. The bath acts as a source of thermal energy, supplying or removing heat from the system as appropriate. This thermostat is named as the “Berendsen” thermostat. It is extremely efficient for relaxing a system to the target temperature, but once the system has reached equilibrium, it might be more important to probe a correct canonical ensemble.

Extended system methods, was originally introduced for performing constant MD simulation by Nosè in 1984, and subsequently developed by Hoover in 1985. The idea of the method was to reduce the effect of an external system, acting as a heat reservoir, to an additional degree of freedom $s$. This reservoir has a potential energy $(f+1)k_B T \ln s$, where $f$ is the number of degrees of freedom in the physical system and $T$ is the desired temperature. The kinetic energy of the reservoir is given as $(Q/T)(\frac{ds}{dt})^2$, where $Q$ is considered as the fictitious mass of the extra degree of freedom. The magnitude of $Q$ determines the coupling between the reservoir and the real system and so influences the temperature fluctuation. If $Q$ is large then the energy flow is slow; in the limit of infinite $Q$, conventional molecular dynamics is regained. However, if $Q$ is small then the energy oscillates, resulting in equilibrium problems. It has been suggested that $Q$ should be proportional to $f k_B T$.

Another ensemble we discuss here it the NPT ensemble, an extension of NVT ensemble, where together with temperature the pressure of the system is maintained to a constant value. As most experimental measurements are usually made under conditions, which include a fixed pressure $P$, temperature $T$, and number of atoms $N$ (constant-NPT ensemble), and so simulations in the isothermal-isobaric ensemble are the most directly relevant to experimental data. A simulation in NPT ensemble maintains the constant pressure by changing the volume of the simulation cell.
The amount of volume fluctuation is related to the isothermal compressibility, \( \kappa \)

\[
\kappa = -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_T
\]  

An alternative to maintain constant pressure is to couple the system to a “pressure” bath, analogous to the temperature bath. The rate of change of pressure is given by:

\[
\frac{dP(t)}{dt} = \frac{1}{\tau_p} \left( P_{\text{bath}} - P(t) \right)
\]  

where \( \tau_p \) is the coupling constant, \( P_{\text{bath}} \) is the pressure of the bath, and \( P(t) \) is the actual pressure at time \( t \). The volume of the simulation box is scaled by a factor \( \lambda \), which is equivalent to scaling the atomic coordinates by a factor \( \lambda^{1/3} \). Thus:

\[
\lambda = 1 - \kappa \frac{\delta t}{\tau_p} \left( P - P_{\text{bath}} \right)
\]

and the new position are given by:

\[
r_{i,\text{new}} = \lambda^{1/3} r_i
\]

In the extended pressure-coupling systems, an extra degree of freedom, corresponding to the volume of the box, is added to the system. The kinetic energy associated with this degree of freedom (which can be considered to be equivalent to piston acting on the system), is \( \frac{1}{2} Q \left( \frac{dV^2}{dt} \right) \), where \( Q \) is the ‘mass’ of the piston. The piston also has a potential energy \( PV \), where \( P \) is the desired pressure and \( V \) is the volume of the system. The volume varies in the simulation with the average volume being determined by the balance between the internal pressure of the system and the desired external pressure. In this thesis, we have performed MD simulation in both NVT and NPT ensembles.

1.3.7 Solvation effect

In most cases, we are interested in the properties of molecules in solution, usually in aqueous solution. Therefore, it is essential to calculate not only the interaction between the atoms of biomolecules, but also the solvent effect on the interaction. There are two different approaches to include the solvent effects in molecular dynamics. One is explicit solvent model, the other one is the continuum solvent model, also known as the implicit solvent model.

In explicit solvent models we need to calculate the interaction between the particles and every solvent molecule individually, therefore it is a very “computationally expensive” job, and the
cost increase with the number of interaction sites in the water model. Algorithms such as Particle Mesh Ewald (PME) method, particle-particle/particle-mesh (P_{3}M) method are developed to accelerate the simulations.

Even with advanced algorithms, one obvious drawback of the explicit solvent model is the large system size due to numerous solvent molecules. An alternative approach is using the continuum solvent models, such as the Generalized Born (GB) model. This model represents the solvent implicitly as a continuum with dielectric properties of water, and also includes the charge screening effects of salt. This lowers the calculation expense in two aspects: first, it removes the calculation of the interactions and motions involving solvent molecules; second, the absence of solvent friction accelerates the dynamics of the solute. However, the computing cost of GB model scales up with the size of the system. For large systems, the computing cost may be greater than using explicit solvent model.

Both explicit solvent and implicit solvent models have certain strengths and weaknesses. Calculations using explicit solvent generally yield more accurate results. In some cases, such as simulations involving water bridges, explicit water molecules are essential for the calculation. However, systems using explicit solvent have many more atoms (in most cases mostly water molecules), demanding additional computing resources. Due to the friction force from water molecules, the dynamics of the solute is also slower in the explicit solvent. This may be useful for understanding the real time scale of a biological event. However, for some studies where rate is not a factor, but the results of the motion are important, the implicit solvent model will be more efficient. Another important advantage of implicit solvent model is that it calculates solvent free energy, instead of energy. In the explicit solvent model, water atoms are considered to be part of the system, and solvent-solute interactions are included in the non-bonded calculations. There is no independent solvation term. In implicit solvent the simulated system only includes solute. The molecular mechanics interactions are calculated first in vacuum. Then an additional term, the solvation free energy is calculated and included in the energy of the system. The implicit solvent mimics the average effects of the water molecules, therefore it generates solvation free energies. It is essential for methods such as Molecular Mechanics-Poisson Boltzmann (Generalized Born) Surface Area (MM-PB(GB)SA) approach, which needs an explicit solvation free energy term in calculation. Just a note, MM-PB(GB)SA is a post-processing analysis, which means it is still recommended to generate the structures using explicit solvent first, then using implicit solvent model to analyze the solvation free energy on existing structures.
Molecular Dynamics (MD) simulations allow investigating processes occurring on timescales of \( \sim 100 \) ns. However, most interesting and relevant biological processes happen on time scales that are orders of magnitude larger, and are therefore termed as rare events. For example, protein folding (\( \mu s \)-few seconds), protein-protein interactions, transport of molecules across membrane channels (order \( \sim \mu s \)) and many others. Over the years, we have observed an astounding increase in computer power (Blue gene, DESRES), which promise to increase utility of MD simulations to investigate more and more complex systems on \( \mu s \) timescale. However, these supercomputing machines are not available to all the research groups. Therefore another approach to overcome the timescale problem is to renounce the all atom approach and to use coarse grained models. This would retain the essential characteristics, however you require a detailed knowledge of system, that is often not available.

For systems, where it’s important to maintain the atomistic description, one can exploit methodology aimed at accelerating rare events to timescales reachable in MD simulations. Notable success has been achieved is using the accelerating methodology in diverse fields of interest. From their scope and range of applicability, they are classified in four categories [1]:

1. Methods aimed at improving sampling, in a subspace of few predefined collective variables (CVs), that allow reconstructing the probability distributions as a function of chosen CVs. Examples of these methods include thermodynamic integration [2,3], free energy perturbation [4], umbrella sampling [5], conformational flooding [6], weighted histogram [7,8], steered MD [9], Jarzynski’s identity based methods [10] and adaptive force bias [11]. The power of these methods in highly dependent on judicious choice of CVs, and computational performance degrades as a function of the number of variables.

2. Methods aimed at exploring the transition mechanism. Examples in these categories are transition path sampling[12,13], finite temperature string method [14,15], transition interface sampling [16] and forward flux methods [17]. These methods do not require in most cases, an explicit definition of a reaction co-ordinate, but require a priori knowledge of initial and final states of process under investigation.

3. Methods for exploring the potential energy surfaces and localizing the saddle points that corresponds to a transition state. Examples in these categories are dimer method [18], hyperdynamics [19], multiple time scale accelerated MD [20]
and event based relaxation \[ \text{[?]} \]. The power of these methods is limited to low dimensionality, and reliability degrades with the complexity of system.

4. Methods in which the phase space is explored simultaneously at different values of temperatures, are parallel tempering \[ \text{[?]} \] and replica exchange \[ \text{[?]} \], or as a function of the potential energy, such as multicanonical MD \[ \text{[?]} \] and Wang-Landau \[ \text{[?]} \].

1.4.1 Metadynamics

Metadynamics method encompasses several features of techniques mentioned earlier and provides a unified framework for computing free energies and accelerating rare events. It is a powerful algorithm, based on dimensional reduction that is used for accelerating rare events in system described by complex Hamiltonians, at a classical or quantum level \[ \text{[?]} \]. Before to use the algorithm, the requirements are to identify a set of CVs, which are assumed to describe well the process of our interest. The power of the algorithm lies in treating the CVs simultaneously and in its flexibility: the method can be proficiently used both for reconstructing free energy and for accelerating rare events.

1.4.2 The algorithm

Consider a system described by a set of coordinates \( x \) and a potential \( V(x) \) evolving under the action of molecular dynamics, whose equilibrium distribution is canonical at a temperature \( T = \frac{1}{\beta} \). Since our interest is to describe the system using a set of CVs, \( S_\alpha(x) \), \( \alpha = 1, d \) where \( d \) is a small number assuming they provide a good coarse-grained description \[ \text{[?]} \]. The equilibrium behavior of these CVs is defined by probability distribution:

\[
P(s) = \frac{\exp\left(-\frac{1}{T}F(s)\right)}{\int ds \exp\left(-\frac{1}{T}F(s)\right)} \quad (1.28)
\]

where \( s \) denotes the \( d \) dimensional vector \((s_1, ..., s_d)\), with the free energy given by:

\[
F(s) = -T \ln \left(\int dx \exp\left(-\frac{1}{T}V(x)\right) \delta(s - S(x))\right) \quad (1.29)
\]

in equation \[1.29\] capital \( S \) is used for representing the function of the coordinates \( S(x) \), while lower case \( s \) is used for denoting the value of the CVs.

Consider now a trajectory \( x(t) \) of the system at temperature \( T \).
On computing the trajectory for a very long time, probability $P(s)$ can be obtained by taking the histogram of CV $s$ along this trajectory. At time $t$, $P(s) \sim \frac{1}{t} \int_0^t dt' \delta(S(x(t')) - s)$. If the system displays metastability, the motion of $s$ will be bound in some local minimum of $F(s)$ (i.e., in local maximum of $P(s)$), and will escape from this minimum with a very low probability on the timescale determined by the potential $V(x)$ alone. In Metadynamics, the metastability is eliminated by modifying the underlying potential $V(x)$, by adding a history dependent term consisting of Gaussians centered along the trajectory in $s$ space during the evolution of the system. Each time a new gaussian is added at time $\tau_G$, the biasing potential at time $t$ is given as:

$$V_G(S(x), t) = \omega \sum_{t' = \tau_G, \tau_{2G}, ..., t' < t} \exp\left(-\frac{(S(x) - s(t'))^2}{2\delta^2}ight)$$

In equation (1.30) capital S is used for denoting the function of the co-ordinates $S(x)$, while lower case $s$ is used for denoting the value of the CVs, $s(t) = S(x(t))$ is the value taken by the CV at time $t$, $\omega$ is gaussian width, $\delta$ is the gaussian width and frequency $\tau_G$ at which gaussians are added. The basic assumption of metadynamics is that $V_G(s, t)$ defined in equation (1.30) after a sufficiently long time provides an estimate of the underlying free energy:

$$\lim_{t \to \infty} V_G(s, t) \sim -F(s).$$

Here, in equation (1.31) a equilibrium quantity free energy ($F(s)$) is estimated by a non-equilibrium dynamics. Equation (1.31) can be qualitatively understood as slow ‘deposition’ (i.e. $\omega \to 0$), and in this limit $V_G(s, t)$ varies very slowly, with the probability to observe $s$ is the approximately proportional to $\exp[-\frac{1}{T}F(s) + V_G(s, t)]$. If the function $F(s) + V_G(s, t)$ has some local minimum, $s$ will be preferentially localized in the of this minimum and Gaussians will be deposited, till the minimum is filled. If we consider the situation where $F(s) \sim -V_G(s, t)$ in a region $\Omega(s)$. In this case the probability distribution would be flat and the locations of the gaussians will not be affected by the bias. Hence, if $\omega \to 0$, only corrugations in the free energy that are not flattened by the dynamics will be the order of the size of the newly added gaussians.

In most cases, it is not sufficient to describe the process of interest using a single CV, therefore in cases where we use more than one CV at the same time, the metadynamics potential is given by

$$V_G(S(x), t) = \omega \sum_{t' = \tau_G, \tau_{2G}, ..., t' < t} \exp\left(-\sum_{\alpha=1}^d \frac{(S_\alpha(x) - s_\alpha(t'))^2}{2\delta_{\alpha}^2}\right)$$
and it is necessary to choose metavariable $\delta s_\alpha$ for each CV. The time required to escape from a local minimum is determined by number of Gaussians needed to fill the basin. This number is proportional to $(\delta s_\alpha)^d$ where $d$ is the number of CV chosen to describe the system. The efficiency of the method scales exponentially with number of CV. The added gaussians can reproduce features of the FES on a scale larger than $\delta s$. The quality and accuracy of the free energy construction is highly influenced by the parameters of metadynamics. The parameters need to be chosen wisely, striking a balance between accuracy and efficiency.

1.4.3 How to Choose CVs

Reliability of Metadynamics is highly dependent on the choice of CVs, and this in turn depends on the process of investigation. Therefore if not essential it is important to have good knowledge of the process under investigation, which aids in choosing the right CVs. Important features that CVs must satisfy are:

1. They should be slow variables able to describe well the process of interest.
2. They should be able to distinguish between the initial, intermediate and final states.

Practical Example of choosing CVs

For example, lets consider the diffusion of antibiotics through OmpF channel. The OmpF channel has an axis of symmetry along Z-axis, with a hourglass shape. Here we want to follow the exit of antibiotic from the channel. In this case, one appropriate CV would be distance: defined as difference between the center of mass (com) of the antibiotic ($a_1$) and the center of mass of OmpF ($p_1$) along z-axis. The CV distance, $s_{\text{dist}}$ is then defined as:

$$s_{\text{dist}} = \frac{\sum_{i \in a_1} m_i z_i}{\sum_{i \in a_1} m_i} - \frac{\sum_{i \in p_1} m_i z_i}{\sum_{i \in p_1} m_i} \tag{1.33}$$

We make a assumption in equation 1.33 com of OmpF ($p_1$) is constant respect to com of the antibiotic($a_1$). Therefore using this CV $s_{\text{dist}}$ we capture the location of antibiotic in the OmpF channel.

1.4.4 Estimation of Error

Error estimation in Free energy calculations is very much dependent on the meta variables ($\omega, \delta s, \tau_G$). In [?] it has been shown
that the error on reconstruction profile is determined by the ratio of \((\omega/\tau_G)\) and not by \(\omega\) and \(\tau_G\) alone. For instance, adding Gaussian of height \(\omega=1.0 \text{ Kcal mol}^{-1}\) every \(\tau_G = 4 \text{ps}\), is equivalent to adding Gaussian of height \(\omega=0.5 \text{ Kcal mol}^{-1}\) every \(\tau_G = 2 \text{ps}\), with a requirement that \(\tau_G\) remains much shorter than the time required to fill the free energy basin. The error \(\varepsilon\) in metadynamics is a measure of expected deviation of \(V_G(s,t)\) from \(-F(s)\):

\[
\varepsilon^2(s) = \langle (V_G(s) + F(s))^2 \rangle_M = \langle (V_G(s) - \langle V_G(s) \rangle_M)^2 \rangle_M
\]

Remarkably, the error does not depend on \(F(s)\). An alternative expression for for the error, dependent on parameters: \(w/\tau_G\), \(T\), \(D\) and \(S\), is given as:

\[
\varepsilon^2_{\text{approx}} = C_d \frac{S^2 w T \delta s}{D \tau_G S}
\]

where \(C_d\) is a constant that depends only on the dimensionality. The two expressions for the error share the same functional dependence on \(w/\tau_G\), \(T\), \(D\) and \(S\). The ratio between the two expressions is approximately a constant as a function of \(\delta s\) only for \(d = 1\) and \(d = 2\), while significant deviations are observed in higher dimensions.

The dependence of the error on the simulation parameters becomes more transparent if \(\varepsilon\) is expressed as an explicit function of the total simulation time. Consider in fact a free energy profile \(F(s)\) that has to be filled with Gaussians up to a given level \(F_{\text{max}}\), for example the free energy of the lowest saddle point in \(F(s)\). The total computational time needed to fill this profile can be estimated as the ratio between the volume that has to be filled and the volume of one Gaussian times \(\tau_G\):

\[
t_{\text{sim}} \approx \tau_G \frac{F_{\text{max}}}{w} \left( \frac{S}{\delta s} \right)^d
\]

Substituting in Eq. 3.36 yields

\[
\tau^2 \approx \frac{\tau_S}{t_{\text{sim}}} F_{\text{max}} T f_d(\delta s)\left(\frac{S}{\delta S}\right)
\]

where \(\tau_S \approx \frac{S^2}{D}\) is the average time required for the CVs to diffuse on a distance \(S\) and

\[
f_d\left(\frac{\delta s}{S}\right) = (2\pi)^{d/2} \sum_k \frac{1}{k^2 \pi^2} \exp\left(-\frac{k^2 \pi^2}{2}\left(\frac{\delta s}{S}\right)^2\right)
\]

is a function of \(\delta s\) and of the dimensionality alone. Eq. 1.38 states that the error of a metadynamics reconstruction is inversely proportional to the square root of the total simulation time, measured in units of the diffusion time. The error will be large for slowly diffusing systems, in which the walker takes a long time to explore the CVs space.
1.5 ADVANCED MD SIMULATION METHODS

1.5.1 MM-PBSA

one of the major goals of the computational chemistry is to develop methods to accurately predict the binding energy of a ligand to a protein. This is of central interest in medicinal chemistry, because the action of most drugs (inhibition, activation etc.) is caused by the binding of the drug to its target receptor. However, many biochemical problems can be treated in a similar way. For example, the reactivity of an enzyme can be estimated by comparing the free energy of the reactant and transition states of the active site in protein. Therefore, many methods have been developed with this aim [? ? ]. MM-PB(GB)SA method is another free energy calculation method(107). Unlike other free energy calculation methods like free energy perturbation (FEP) or Thermodynamic Integration(TI) method, this is the post-processing method, which means it calculates the free energy based on existing structure snapshots. MM-PBSA restrict the molecular simulations to the states before and after the binding process. It is an attractive approach because it does not contain any parameters that vary for different ligands-receptor systems and it involves a set of physically well defined terms: The binding affinity is estimated from the free energies of the receptor, the ligand and the complex. In MM-PB(GB)SA calculation, the free energy of the system is divided into three parts: molecular mechanics energy(MM), and non polar solvation free energy (SA). The MM energy usually consists of electrostatic energy and van der walls energy of the system in vacuum. In some applications the bond energies, angle energies, and dihedral angle energies are also included in MM energy. The entropy of the system can be included by using normal mode analysis or other methods.

In this method to estimate the free energy of the complex system, one carries out a molecular dynamics simulation, typically in a periodic box with water and counter ions, and correct representation of long-range electrostatic effects, saving a set of representative structures. Then one post process these structures, remove any solvent and counter ions molecules, and calculates the free energy, $G$, according to the following equation:

$$
\Delta G_{\text{bind}} = \Delta E_{\text{MM}} + \Delta G_{\text{PBSA}} - TS_{\text{MM}}
$$

(1.39)

or

$$
\Delta G_{\text{bind}} = G_{\text{complex}} - (G_{\text{receptor}} + G_{\text{ligand}})
$$

(1.40)

where $\Delta G_{\text{bind}}$ is the calculated average free energy, and $\Delta E_{\text{MM}}$ is the average molecular mechanical energy, $G_{\text{complex}}, G_{\text{receptor}},$
and $G_{\text{ligand}}$ are the free energies of the complex, the protein, and the ligand, respectively.

For each system, the free energy can be estimated in terms of molecular mechanic potential energy $E_{MM}$, the solvation free energy $G_{\text{solv}}$, and the entropic contribution (TS) as follows:

$$G_{\text{bind}} = E_{MM} - TS + G_{\text{solv}} \quad (1.41)$$

$$E_{MM} = E_{\text{internal}} + E_{\text{elec}} + E_{vdW} \quad (1.42)$$

$$E_{\text{internal}} = \Delta E_{\text{bond}} + \Delta E_{\text{angle}} + \Delta E_{\text{tors}} \quad (1.43)$$

$$G_{\text{solv}} = G_{\text{elec,solv}} + G_{\text{nonpolar,solv}} \quad (1.44)$$

where these correspond to the bond, angle, torsion, van der waals, and electrostatic terms in molecular mechanical force field, evaluated with no non-bonded cutoff. All the terms in Eq. 1.42 are averages of energies obtained from a number of snapshots taken from the MD simulations [? ]. In order to reduce the time consumption and to obtain the stable energies, the same geometry is normally used for all three reactants (complex, receptor, ligand), i.e. the complex is explicitly simulated by MD. There by, $E_{\text{internal}}$ cancels in the calculation of $\Delta G_{\text{bind}}$. The MM-PBSA method has been successfully applied to many systems [? ?], [? ? ?]. $G_{\text{pbsa}}$ is the solvation free energy calculated with the numerical solution of the Poisson-Boltzmann equation and an estimated of the non-polar free energy with the simple surface area term. The nonpolar solvation contribution is estimated as

$$G_{\text{nonpolar,solv}}^S = \gamma A + b \quad (1.45)$$

Where $A$ is solvent-accessible surface area and the solvent parameters, $\gamma$ and $b$, are $0.00542$ kcal/mol Å$^2$ and $0.92$ kcal/mol, respectively. the probe radius of the solvent was set to 1 Å. the atomic radii of of the solute were taken from PARSE parameter set [? ?]. $-TS_{\text{MM}}$ is the solute entropy, which can be estimated by quasi harmonic analysis of the trajectory or by using normal-mode analysis (108). the solvant entropy is included in the solvation free energy term. The free energy due to ionic strength effects can be added with a continuum approach.

The ability to accurately calculate $\Delta G$, the average free energy, we can calculate $\Delta G$ for a given macromolecular system in various different conformations or structures, adds a very important methodology to our computational arsenal. This has been possible before with free energy perturbation but only for small
systems and very limited conformational or topological changes. By using continuum model, it is implicitly integrating out all the solvent coordinates and simplifying the problem. Also, by calculating the absolute free energy directly with eq 1.2 between the two “end points” instead of calculating the relative free energy along a mapping coordinate, we are avoiding computations of eq 1.1 will have intrinsically much larger errors than free energy perturbation/thermodynamic integration calculations. What is surprising is that, despite these larger uncertainties, we can often calculate $\Delta G$ in respectable agreement with experiment.\(^{(107)}\)
Chapter 3

Different binding sites of the benzimidazole compound 227G on HCV and BVDV RdRps, revealed by MD simulations

Abstract

The virally encoded RdRp has emerged as a prime target in search for specific HCV and BVDV antiviral. Benzimidazole class of compound has been extensively pursued as potent Non-Nucleoside Inhibitors (NNI’s) against both classes of viruses. For the first time, Screening efforts in our lab have come out with potent NNI belonging to benzimidazole class of compound which is active against both HCV and BVDV RdRp. Our tested compound was confirmed to strongly inhibit BVDV RdRp activity in a dose-dependent manner and they also showed inhibition on HCV1b-NS5B.

While, the HCV RdRp structure in complex with the related analogs showed that these inhibitors bind at the surface of the thumb, the resistant mutation and newly identified binding site for the same analog were found to lie in the finger domain of BVDV RdRp. Thus, the molecular mechanism of inhibition of the inhibitor found to be different in the otherwise closely related polymerases.

Molecular dynamics simulations helped us to gain a deeper insight into the interaction pattern, mechanism of inhibition of inhibitor onto the two RdRps. The multidisciplinary approach allowed us to (i) critically assess the dogma of antiviral therapy; (ii) to screen efficiently the possible information valuable for designing effective and selective inhibitors by identifying at a molecular level the interaction pattern of the compound with its viral targets; (iii) to assess the use of BVDV as surrogate for the development of antivirals against HCV.
Introduction

Viruses belonging to the Flaviviridae family, which encloses the three genera Hepacivirus, Flavivirus and Pestivirus, are responsible for severe disease in humans and animals[1-4]. Among the Hepaciviruses, Hepatitis C Virus (HCV) is the frequent cause of acute and chronic hepatitis, liver cirrhosis and hepatocellular carcinoma worldwide, and creates a significant burden to healthcare systems due to mortality, morbidity and treatment costs [5-8]. To give the numbers, hepatitis C (officially recognized as the “silent epidemic”) infected approximately 180 million people worldwide, and it is the leading reason for liver transplantation in the United States [9-11]. Unfortunately, more than 20 years after discovery of HCV [5] therapeutic options remain limited, and there are no vaccine or effective therapy broadly targeting all genotypes of HCV [12].

The current standard therapy consists in administration of pegylated alpha interferon along with nucleoside analogue inhibitor (NI) ribavirin[12-14], which is effective in only about half of patients who suffer from chronic HCV infection, and often produces toxicity and significant side effects .[15,16] Given the high prevalence of HCV, there is an urgent need to develop more effective and well tolerated therapies. [17,18]. In this respect, new therapeutic lines are following the concept of specifically targeted antiviral therapy for HCV (STAT-C), aiming at directly targeting HCV RNA and viral enzymes or influence host-virus interactions (at opposite with standard anti-HCV protocol which enhances natural immune responses to the virus) at influencing host-virus interactions [19-21] Namely, novel treatment options now in development are focused on inhibitors of HCV-specific enzymes NS3 protease [22-23] and NS5B RNA-dependent RNA polymerase (RdRp)[24]. However, the emergence of resistant mutations that limit the use of these compounds in monotherapy complicates the regimen. Thus, HCV infections are better treated by combination of drugs with distinct mechanisms of action and non-overlapping resistance profiles. This has shown to increase the effectiveness of antiviral responses across all genotypes, with shorter treatment duration and better tolerability .[25-29]

According to the expertises acquired in our group polymerases seem to be good target for inhibitors.[30-33] Among them two major classes can be identified on the basis of chemical structure and mode of action.

The first is constituted by Nucleoside analogue Inhibitors (NIs), which act as chain terminators targeting the catalytic active site of polymerase. They are potentially effective against different genotypes, and polymerases feature a relatively high genetic barrier in developing resistance to them.[34-35] The second category is that of Non-Nucleoside analogs Inhibitors (NNIs), which achieve polymerase inhibition during the initiation phase and do not require activation like in case of NIs .[36-38]

NNIs bind to one of the at least four allosteric sites of the enzyme free of (its natural) substrate and uncomplexed with any other non-structural protein; they cause various conformational changes that inactivate the enzyme, or trap it in a functional conformation impeding an essential structural transition between initiation and elongation. [39-40]

The benzimidazole series of NNIs represents a promising group of compounds showing activity against HCV and Bovine Viral Diarrhoea Virus (BVDV). [41-43]These compounds were originally screened as specific inhibitors of HCV NS5B activity in vitro, but they exhibited marginal potency in cell-based assays, probably due to poor cellular permeability resulting from the presence of a 5-COOH group that is ionisable at physiological pH . A 1,2-disubstituted benzimidazole-5-carboxylic acid scaffold was identified as the minimum core for biological activity, thus paving the way for optimization and subsequent generation of analogues capable of inhibiting HCV RdRp with an increased potency.[44]

In a previous work we showed that our lead benzimidazole compound 227G (Fig.1C) is a highly potent and selective inhibitor of the replication of BVDV. BVDV is considered since long time an attractive and predictive surrogate model for identifying HCV inhibitors, for several practical reasons and due to the biological similarities between these two viruses [45-46]. However, although BVDV remains to date a popular surrogate model, the concordance between drugs capable of inhibiting its replication and those inhibiting HCV is still largely unknown. In other words, a complete validation of BVDV as surrogate virus model has not yet been demonstrated.[47-49]
In this work we used replicon, cell-based and enzymatic assays to show that 227G effectively inhibits HCV RdRp, although with slightly larger values of IC$_{50}$, EC$_{50}$ and CC$_{50}$ than in BVDV. These results contrast with the classical dogma characterizing the field of antiviral agents: they have high potency and selectivity, but a reduced spectrum of activity, which is often limited to a single viral genus. Nonetheless, exceptions to this dogma have already been reported in the literature. Concerning NIs, the 2'-methyl-derivatives represent the very first class of broad-spectrum compounds able of inhibiting the multiplication of RNA viruses belonging to different families .[50] With regards to NNIs, a similar exception is represented by imidazopyridine and acridone derivatives, both active against both HCV and BVDV.[51]

To our knowledge, 227G is thus the first benzimidazole compound showing antiviral activity against HCV and BVDV. Furthermore, it is the first among this family of compounds showing sub-micromolar values of IC$_{50}$ for both viruses.

Despite these intriguing findings, no thorough and microscopically detailed studies have been performed aimed at comparing the molecular mechanism of action of NNIs in the two RDRps. In an effort at shedding light in this direction, we have used a multidisciplinary approach that combines biological assays and computational results to assess the molecular basis of the molecular interaction of 227G with the two viral RDRps.

According to our results, the binding sites of 227G on the two polymerases are different, being on the thumb domain in HCV and on the finger domain in BVDV; in this latter case, a new binding site has been found, lying very close to motif-I of the finger-tip region. On the basis of these results we propose a different molecular mechanism of inhibition of BVDV and HCV by 227G: while in HCV the compound opens up the polymerase to an inactive conformation [52-54] in BVDV it could bind at the entrance of the template channel, blocking the insertion of the polynucleotide chain. The identification of different molecular interaction patterns in 227G-HCV vs 227G-BVDV reported for the first time here points to the fact that, even in the case where a compound is active against both RDRps, the equivalence between the mechanisms of action is not guaranteed. The microscopically based comparison constitutes a valuable starting point for the design of more effective and selective benzimidazole inhibitors. Such an ambitious but unavoidable goal can be reached only via a investigation strategy that combines biological relevant data with biophysical and biochemical pictures of the interaction mechanisms.
Figure 1: The structure of HCV (B) and BVDV (C) RdRps are represented with their different subunits and domains: the thumb is colored in dark green, fingers are colored in ice blue and the palm domain along with unique N-Terminal domain is colored in purple. The surface view areas highlight the binding site of 227G in HCV (thumb) and BVDV (finger) respectively. (A) Ball-and-stick representation of 227G with all atoms labeled according to the notation of the force field. 227G is well characterized as ring 1, 11, arms, anchor and its tail. All images are generated by VMD [Humphrey 1996].
Systems and Methods

1) Experimental:

Cells and viruses.
Madin-Darby Bovine Kidney (MDBK) cells were used for growth and selection of mutants resistant of Bovine Viral Diarrhea Virus (BVDV). Either cells (CCL-34) and viruses (VR-534 strain NADL) were purchased from American Type Culture Collection (ATCC). The absence of mycoplasma contamination was checked periodically by the Hoechst staining method.

HCV replicon assay.
A human hepatoma cell line bearing the HCV genotype 1b replicon (GS4.1 cells), kindly provided by C. Seeger (Fox Chase University, Philadelphia, PA, USA), were grown in DMEM supplemented with 10% foetal bovine serum (FBS), 2 mM L-glutamine, 110 mg/L sodium pyruvate, 0.1 mM non-essential amino acids, 100 U/mL penicillin–streptomycin and 0.5 mg/mL G418 (Invitrogen). For dose-response testing, the cells will be seeded in 96-well plates at 7.5x10^3 cells/well in a volume of 50 µL of 10 two-fold serial dilutions of compounds (highest concentration, 75 µM) will be added and cell cultures will be incubated at 37 °C/5% CO_2 in the presence of 0.5% DMSO. Alternatively, compounds were tested at a single concentration of 15 µM. In all cases, Huh-7 cells will serve as a negative control. The cells were incubated in the presence of compounds. The inhibition of HCV replication is measured by quantification of viral NS4A protein using an enzyme-linked immunosorben assay (ELISA). After three days, the plates will be then fixed for 1 min with 1:1 acetone–methanol, washed twice with PBS containing 0.1% Tween 20, blocked for 1 h at room temperature with TNE buffer containing 10% FBS and then incubated for 2 h at 37 °C with the anti-NS4A mouse monoclonal antibody A-236 (ViroGen, Watertown, MA, USA) diluted in the same buffer. After washing three times with PBS containing 0.1% Tween 20, the cells were incubated for 1 h at 37 °C with anti-mouse immunoglobulin G–peroxidase conjugate in TNE buffer with 10% FBS. After washing as described above, the reaction were developed with O-phenylenediamine (Zymed, San Francisco, CA, USA). The reaction were stopped after 30 min with 2 NH_2SO_4 and the absorbance will be read at 492 nm. EC_{50} values were determined from the inhibition versus concentration data using a sigmoidal non-linear regression analysis based on four parameters with Tecan Magellan software. For cytotoxicity evaluation, GS4.1 were treated with compounds as described above and cellular viability will be monitored using the Cell Titer 96 Aqueous one solution cell proliferation assay (Promega). CC_{50} values will be determined from the % cytotoxicity versus concentration data with Tecan Magellan software as described above.

Expression and purification of BVDV and HCV1b RdRps (NS5B).
By inserting the truncated genes between the BamHI and XhoI cloning sites of the pET21 expression plasmid (Novagen) we generated plasmids for expression of a truncated form of HCV NS5B protein (C-terminal 21-amino-acid-deleted) and of BVDV NS5B (C-terminal 21-amino-acid-deleted). Recombinant RdRps were fused in frame with a C-terminal peptide containing six tandem histidine residues and expression of the His-tagged proteins was driven by a T7 RNA polymerase promoter. The resulting plasmids were transformed into the Escherichia coli strain BL21 (DE3) Rosetta pLysS (Novagene) and the transformants were then cultured in 5 ml of LB medium with 100 mg/ml ampicillin at 30 °C overnight. Cultures were diluted into 0.25 l of LB medium with 25 mg/ml kanamycin and 30 mg/ml chloramphenicol and incubated at 30 °C until the A_600 reached 0.6-0.7. These cultures were then induced overnight with 2mM isopropyl-β-D-thiogalactopyranoside. The cells (from 0.25 l) were harvested by centrifugation, and cell lysis was achieved by the addition of 10 ml of Cell Lytic B (Sigma). Any insoluble material was removed by centrifugation at 11000 rpm (4 °C) for 60 min.

The soluble extracts were applied to a 5-ml column of nickel-nitrilotriacetic acid-agarose (Qiagen) that had been equilibrated with buffer A (50mM NaH2PO4, 300mM NaCl 10mM imidazole pH 8.0). The columns were washed with the same buffer and then eluted stepwise with buffer A containing, 50, 70, 130, 170, and 250mM imidazole. The polypeptide composition of the column fractions was monitored by SDS-PAGE. The recombinant RdRps were retained on the column and recovered in the 130-250mM imidazole eluate. These fractions were dialyzed against buffer B (25mM Tris–HCl, pH 7.5, 2.5mM MgCl2, 1mM dithiothreitol, 50% glycerol). The protein concentrations were finally determined by the Bio-Rad dye binding method with bovine serum albumin as the standard.
RNA-Dependent RNA Polymerase Assays.

Polymerizations were performed in 25-ml reaction volumes. The reaction mixture contained 20mM Tris, pH 7.5, 20mM MnCl₂, 6mM MgCl₂, 25mM NaCl, 25% glycerol, 0.5 lg/l bovine serum albumin, 2mM dithiothreitol. Our standard reactions used 600 ng of recombinant proteins, 100 mM GTP and 300 ng of template poly(rC) preannealed with 25 ng of primer (rG) with or without decreasing amounts of compound. Reactions were incubated at 30°C for 120 min then stopped by addition of 2 ml of 200mM EDTA. 175ml of PicoGreen Quantitation Reagent (Molecular Probes), diluted 1/345 in TE, were added to each sample and incubated at room temperature, protected from ambient light, for 5 min. Fluorescence of samples in wells of a 96-well microtiter plate was determined in a fluorescence microplate reader.

2) Computational

Structures of Receptors

The published X-ray crystal structures of BVDV RdRp (9) (PDB code 1S48; resolution 3.0 Å) and HCV RdRp (10) (PDB code 2BRK; resolution 2.3 Å) were used as starting structures for molecular simulations. BVDV and HCV RdRp consist of 588 and 532 amino acid residues respectively (Figure1). In HCV, residues Leu21 to Asn35 form a highly flexible loop, which is unresolved in the crystal structure. This loop (21LPINALSLLAHHN35) is supposed to play major role in protein-ligand interaction and hence was generated by using the Loopy module of Jackal modeling package (55). Simulations of both receptors in their uncomplexed form (vide infra) were performed in order to assess the presence of major conformational changes in the proteins and obtain starting structures for docking.

Structures of Complexes

Structures of the complexes 227G-BVDV and 227G-HCV were generated through molecular docking using the Autodock 4 package [56-57]. The structures of the receptors used in docking runs were taken from equilibrium MD simulations of the apoenzymes, namely selecting the conformation with the lowest RMSD from the average structure extracted from the last 10ns of MD (i.e. at equilibrium, vide infra). In the absence of literature data indicating the presence of allosteric sites in BVDV RdRp, the Ca atom of Ile261 was chosen as the grid centre for all docking runs. The choice is guided by mutagenesis experiments performed on BVDV, showing that mutation Ile261Met produces resistance to 227G (see Ref. Coupled paper; Ile261Met mutation is resistant mutant for phenyl-benzimidazole [58] and arylazoamine [59]) For HCV RdRp, the Ca atom of Leu30 was taken to be the grid center as Leu30 lies in the experimentally known binding cavity of indole compounds in HCV RdRp. For both complexes grid maps were made of 30x40x40 points in x, y, z directions, distant 0.375 Å from each other.

The Lamarckian genetic algorithm was used ([57] with the following parameters: 10 million generations and energy evaluations; population size of 250; 100 runs (as recommended for blind docking) [60]; mutation rate of 0.02; crossover rate of 0.80; elitism value of 1. For local search, the so-called pseudo-Solis and Wets algorithms were applied by the default parameter. [61, 57]

Finally, two separate conformers for each system (227G-BVDV and 227G-HCV) were selected on the basis of 1) their binding energy, 2) cluster population and 3) orientation featuring key interaction with the protein as found in X-ray structures of complexes between HCV and compounds of the 227G family [59, 62] in case of HCV-227G complex. These complexes were used as the starting structures for MD simulations.
MD Simulation protocol

Parametrization.
The AMBER99, TIP3P, and AMBER-modified Aaqvist [63,64] force fields were used to model proteins, water and ions respectively. Concerning 227G, since no experimental structure is available, the molecule was first drawn with ACD Chem. Sketch 11.0. The resulting molecular geometry was then optimized at the HF/6-31G(d) level up to a convergence in energy of $10^{-5}$ au using the Gaussian03 package [65,66]. The gaff force field [Wang J, Wolf RM, Caldwell JW, Kollman PA, Case DA. Development and testing of a general amber force field. J. Comp. Chem. (2004) 25:1157–1174.] [67] was used except for charges, calculated following the standard AMBER protocol: from the electrostatic potential map generated by the molecule (calculated with Gaussian03), the RESP [68] charges were derived using the antechamber module of AMBER.

Dynamics.
State-of-the-art all-atom MD simulations in the presence of explicit water and counter-ions were carried out with the ORAC package [69] for both receptors, in their apo forms and in complex with 227G. Details of the simulation are reported in Table 1. For all of the system the following procedure was used: First, geometry optimizations were carried out with a two-step protocol: (i) 10000 cycles (2000 steepest descent plus 8000 conjugate gradients) with harmonic restraint of $k=10$ kcal/(mol \( \text{Å}^2 \)) on each heavy atom of the solute; (ii) 20000 conjugate gradients cycles with no restraints. Next, heating up to 300 K was achieved by linearly increasing the temperature in 100 ps of NVT MD, while imposing restraints of 1 kcal/(mol \( \text{Å}^2 \)) on the solute. Restraints were then released for 100 ps, and as a last step preceding the productive dynamics, 1 ns of NPT MD was carried out in order to relax the simulation box. Finally, 20 and 10 ns long simulations were performed respectively for each apo-enzyme and adduct in explicit water solution under the NPT ensemble. Pressure and temperature were regulated at 1 atm and 310K using the isotropic Andersen–Parrinello–Rahman barostat [70,71] and the Nosé-Hoover thermostat [72,73], respectively.

Electrostatic interactions were evaluated using the soft Particle Mesh Ewald schemes with 1 Å grid spacing and a cut-off of 10 Å, the same used for Lennard-Jones interactions. A MTS-Respa algorithm with five shells (time steps of 0.5-1-2-4-12 fs) was used to integrate equations of motion, in conjunction with the SHAKE algorithm applied to bonds involving hydrogens.

<table>
<thead>
<tr>
<th>Receptor</th>
<th>Simulation length</th>
<th>Total atoms</th>
<th>Counter ions</th>
<th>Box dimension (side, angle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCVcomplex</td>
<td>10ns</td>
<td>56092</td>
<td>14Cl</td>
<td>88.9 ( \text{Å} ), 109.47 degrees</td>
</tr>
<tr>
<td>BVDVcomplex</td>
<td>10ns</td>
<td>55696</td>
<td>17Cl</td>
<td>88.9x88.9x88.9 ( \text{Å} );109x109x109</td>
</tr>
<tr>
<td>BVDVwild</td>
<td>20ns</td>
<td>55705</td>
<td>17Cl</td>
<td>88.9x88.9x88.9 ( \text{Å} );109x109x109</td>
</tr>
<tr>
<td>BVDVmutant</td>
<td>20ns</td>
<td>55703</td>
<td>17Cl</td>
<td>88.9x88.9x88.9 ( \text{Å} );109x109x109</td>
</tr>
</tbody>
</table>

Analysis of structures and dynamics.
For each analysis we took 10ns of production run. An inventory of the structural details and interactions was obtained by performing an extensive qualitative and quantitative analysis of the MD simulations in terms of hydrogen bonds (HB), hydrophobic contacts (HpH) and water-mediated interactions. The HB’s between 227G and RdRp are counted using VMD scripts with the following threshold parameters: a distance of at most 3.2 Å and donor-hydrogen acceptor angle larger than 150°. HpHs are counted when non-polar atoms are separated by at most 3 Å. The durable HB is defined as the one with a lifetime equal to or higher than 20% of MD simulation time, and transient HB are the one with a lifetime shorter than 20% of simulation time [74]. For SB (Salt-Bridge), the cutoff distance is 3 Å. The criterion to determine a π-π interaction was that the SICD (Short inter atomic carbon-carbon distance) should be smaller than 4.8 Å. The RMSD residues wise was plotted taking reference average snapshot from the equilibrium dynamics to characterize the flexibility of the protein, in particular in the template entrance region, the behaviour of the minimum distances between key residues in flexible loops in this region, and the area of the entrance region along the whole equilibrium dynamics. The energetic analysis was performed in the usual manner: the interaction energy was decomposed as the sum of individual components, each with a physical meaning and evaluated via the force field terms. In particular, we examined variations in the 227G-BVDV RdRp electrostatic and van der Waals interactions..[75]
Results

Experimental

Antiviral activity of 227G compound.

Recently, 21 compounds belonging to the chemical class of 2-phenyl benzimidazoles were evaluated in cell-based assays for their cytotoxicity and antiviral activity against a panel of RNA and DNA viruses, comprising, among the others, viruses representative of two of the three genera of the Flaviviridae family, i.e. Pestiviruses (Bovine Viral Diarrhoea Virus, BVDV) and Flaviviruses (Yellow Fever Virus, YFV). Hepaciviruses was not screened since it can hardly be used in routine cell-based assays.

As reported in Table 2, compound 227G was identified as the most potent and selective inhibitor of BVDV replication, with an EC\textsubscript{50} value of 0.8 \(\mu\)M. 227G had no cytotoxic effect on uninfected MDBK cells (CC\textsubscript{50} >100 \(\mu\)M), thus showing a selectivity index >125.

In the light of the interesting activity against BVDV and the lack of activity against YFV, we considered necessary to assess the 227G activity against the Hepacivirus genus of the Flaviviridae family, through the use of the Huh7 cell-based HCV replicon system. It turns out that compound 227G inhibited NS3B-directed viral replication, with an interesting EC\textsubscript{50} of 1.1 \(\mu\)M (Table 2).

In vitro RdRp assays.

Since benzimidazoles are reported to be non-nucleoside inhibitors, the selected compound was evaluated for its activity on BVDV and HCV-1b recombinant RdRps. Historically RNA polymerase activity has been measured by the incorporation into RNA of radioisotopically labeled nucleotides; however, due to logistics reasons, we sought a non-isotopic detection method. We previously report the development of an assay for RNA polymerase activity based on the use of the RiboGreen dye to detect transcripts by fluorescence.

As reported in Table 2, 227G strongly inhibits BVDV RdRp activity in a dose-dependent manner, with an IC\textsubscript{50} value of 0.002 \(\mu\)M; HCV1b RdRp was also inhibited, even though with an higher IC\textsubscript{50} value of 0.4 \(\mu\)M. Thus, viral polymerases were confirmed to be the molecular target of 227G, which appears to be in our knowledge the first one belonging to this class which is active against both viruses.

For this reason, 227G was deeply investigated with the aid of bioinformatic tools, in order to exploit the molecular basis of its mechanism of action, which we supposed to be different in BVDV compared to HCV.

Table 2: Comparative evaluation of: i) antiviral activity of 227G against BVDV (cell-based assay) and against HCV-1b (Huh7 cell-based HCV replicon system assay); ii) inhibitory activity of 227G in enzymatic assays on recombinant purified RdRps of BVDV and HCV-1b.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Cell-based and replicon HCV assays</th>
<th>Enzymatic assays on RdRp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BVDV</td>
<td>HCV-1b</td>
</tr>
<tr>
<td></td>
<td>CC\textsubscript{50} [(\mu)M]</td>
<td>EC\textsubscript{50} [(\mu)M]</td>
</tr>
<tr>
<td>227G</td>
<td>&gt;100</td>
<td>0.8</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Data are the average of three independent experiments and standard deviations were less than 10%, % Residual activity was plotted versus increasing concentrations of compound. The curve was fit with Kaleidagraph (Synergy Software) to obtain IC\textsubscript{50} values.
Computational

Docking:

It has been suggested in literature that the binding mode of benzimidazole-containing compounds is similar to that of indole-based inhibitors [52]. Thus, as stated in Systems and Methods section, we used this previous experimental information to perform a guided docking of 227G onto HCV RdRp, and to compare with the binding mode of our compound.

In case of BVDV, due to the absence of crystallographic data of the complex indicating the binding of NNI in the RdRp, apo-enzyme (PDBID-1S48, )[76] was used for molecular modeling studies. Due to the lack of prior knowledge about putative binding cavity of NNI’s, the proximity of the 227G to residue Ile261 was considered to be pivotal in choosing the starting structures [77] This residue has been shown by mutagenesis experiments [58,59] to be very important for the interaction of benzimidazole compounds with BVDV.

In each system two clusters have been found that satisfy all of the three criteria mentioned in Materials and Methods.

Representative conformers of each of them are shown in Figure 2. In case of 227G-HCV, the two lowest energy conformers were found to be in accordance with the expected mode of binding of benzimidazole compounds, as inferred from crystallographic studies .[52] (Fig.8)

A comparative inspection revealed that in one conformer (Figure 2A) the part of 227G called arm1 occupies sub-pocket-1 (Figure 3B) of the binding cavity in contrast to what shown in Figure 2B, wherein the sub-pocket is empty. Furthermore, the methyl group of the tail region of 227G (Figure 1A) anchors to the extended hydrophobic region (Figure 3B) of the cavity indicating compliance to the experimental crystallographic studies. In BVDV, we obtained two clusters wherein 227G was found to be within attacking distance to Ile261, with opposite orientations. Since the two possible low-energy binding modes for the 227G in HCV and BVDV RdRp appear to be reasonable and to some extent supported by experimental evidence, both conformations were chosen for subsequent MD simulations.
Figure 2: Two different orientation of 227G in BVDV and HCV RdRp. Orientations are taken on the basis of the criteria mention in material and methods. During MD simulation we observed, one orientation of 227G is stable enough during whole length of trajectory while other one resulted into protein-227G dissociation in each case. (A) stable state of 227G in case of BVDV while B) is unstable state. C) stable state of 227G in HCV and D) unstable state respectively. The instability of 227G is because its failure to acquire its arm and tails in to their respective pockets. In both cases the key residues are same and their mode of interaction is almost same, but stability of only one pose clearly explained the specificity of 227G orientation.
Figure 3: HCV RdRp, surface view representing the different pockets of cavity. Pocket1 and pocket2 are colored yellow and blue respectively while the extended hydrophobic cavity is represented in orange. A) depicts the active state of the protein wherein the Lys30 and Lys31 residues of the lambda1 loop sub optimally occupy the sub pocket1 and pocket2 of the cavity. B) 227G accommodates itself in the HCV RdRp cavity. Arms of 227G occupy the sub pockets which in the apo protein is occupied by residues of lambda1 loop. C) Binding cavity of HCV RdRp, indicating three different sub-pockets, I, II and extended pocket. Different arms of inhibitor occupying different pockets of the cavity. The CMF (white), 2DSX (pink) and 227G are green in color. The CMF and 2DSX correspond to their respective PDB ids.
**MD Simulations**

After approximately 3ns of MD simulation of the complexes represented in Figure 2B and 2D, the ligand spontaneously dissociated from the receptor and got completely solvated. The dissociation can be mainly due to the incorrect orientation of the compounds into the binding cleft. At opposite, simulations starting from configurations shown in Figure 2A and 2C did not exhibit any unbinding of the compounds along the whole MD run (20ns) and were then considered for detailed analysis of the binding features in BVDV and HCV, respectively. These are described in the following subsection for each complex.

**BVDV**

**COMPLEX**

227G accommodate itself in a cavity encircled by four loops (L1, L2, L3 and L4). Loop L1 (Pro388-Ile398) and L2 (Ala221-Asn229) originate from the finger domain, loop L3 (Leu530-Gly537) belongs to the thumb domain, while loop L4 (Leu125-Arg132) is the part of the N-terminal domain. Further, the indole moiety of 227G stacks against the motif-I (Ile261-Lys266), which is located on the flexible finger-tip region Figure 4A. The residues lining the compound include mostly hydrophobic (Ala221, Ala222, Phe224, Ile261, Pro262, Ile287, Ala392) and polar (Thr160, Thr162, Asn217, Asn264 and Ser533) amino acids, although also three basic (Arg127, Arg130, Arg132) and two acidic (Asp126, Glu128) are present. This is consistent with the chemical properties of the compound, whose main body is made of aromatic rings and tail is polar in nature (Figure 1C). Consistently, the major stabilizing factor of 227G is provided by the strong hydrophobic interaction with the receptor (-47.6Kcal/mol), with main contributions from residues Arg127, Glu128, Ile261 and Pro262. This feature is clearly identifiable in (Table 4) and Figure 4B, where we collect the interaction energies and the (dynamic) interaction pattern related to H₂P contacts, respectively.

In addition to hydrophobic interactions, a network of inter- and intra-molecular HBs stabilizes 227G in the pocket Figure 5. In particular, a strong HB is established between N2 of 227G's indole moiety and the main chain of Asp126 (Average Dynamic length (ADL) = 2.3 Å). This interaction is present throughout all the simulation, has occupancy larger than 80%, and involves alternatively atoms OE1@Asp126 and OE2@ASP126 of the L4 loop. In addition to intermolecular bonds, a persistent intra-molecular HB exists during the entire simulation between side chain of Asp126 and HD@ASN264 of Motif-I. This interaction plays a significant role in stabilizing the former mentioned HB, which effectively locks the protein-ligand complex thereby securing the ligand stable inside the binding site.

Another source of stabilization of the complex comes from water-mediated interactions between Glu128 and N1@227G: although the mediating water molecule changes during the simulation, the interact persists for the entire simulation time.

This water mediated HB is stabilized by another set of intra-molecular HBs between residues Asp126 and Glu128 of the protein. The interaction between these two residues, weak at the onset of the simulation, is strengthened once the water-mediated interaction comes into picture. Another HB is formed between H18@227G and OG@Ser533 with ADL=2.5 Å and occupancy of 46%, which creates a linkage with loop L3 (Table 3 & Figure 10-suppl). We also found a transient HB formed between Ala221 and S1@227G (~occupancy 12%), further stabilizes 227G in the binding pocket. [Table 3 and Fig 5]

Interestingly, such intra-molecular bonds (either direct or water-mediated) were not observed in the simulation of the apo of the protein; thus, they are due to the presence of 227G and build a strong network that stabilizes ligand in the cavity.
HCV.

COMPLEX

227G sits very comfortably in the binding cleft present in the thumb domain of HCV RdRp which, in the WT, is occupied by the loop emanating from the finger domain. Primarily, the cavity is constituted by three alpha helices H1, H2 and H3. The residues outlining the cavities are Ile23, Asn24, Leu392, Ala395 Ala396, Ser423, Thr427, His428, Ser431, Leu492, Val494, Pro495, Val499, Trp500, His502 and Arg503 (Figure 3C). As for HCV, the inhibitor-protein interaction is mainly hydrophobic in nature as the major contribution to the total interaction energy (-45.2 kcal/mol) is provided by the VdW term (-34.0 kcal/mol) (Table 5). Val494 makes strong HpH interaction with the phenyl moiety of 227G with a percentage lifetime larger than 70% of the simulation time (Figure 3D). Additionally, Trp500 of helix H1 interacts with the indole moiety for ~40% of the simulation time and also with the methyl group of the tail region, which acts as an anchor to stabilize the tail of 227G into the cavity (see Discussion). Another stabilizing factor is the π-π interaction between Trp500 and ring2 of the 227G indole moiety. The phenyl ring along with the arms of 227G (Figure 1c) occupies the cavity that in the apo-enzyme is occupied by Leu31 (Di Marco et al JBC, 2005). Residue Ala396 (H3) makes favorable hydrophobic contacts with the group of 227G. Further, Pro492 interacts with the ring I and thereby enhances the stability of 227G. Finally, an additional stability contribution comes from HpH contacts between 227G and the residue Pro495 and Leu392(H3). We did a comparative study of 227G with previously reported other indole compounds 2CMF and 2DSX, which binds in the same binding site. 227G binds exactly in the same fashion with a low RMSD value of 0.43 Å with CMF and 2DSX (Figure 3C).

Table 3: Hydrogen Bond Interaction Network:

<table>
<thead>
<tr>
<th>Occupancy (%)</th>
<th>Donar</th>
<th>Acceptor</th>
<th>ADL(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80.0</td>
<td>227G-N2</td>
<td>Asp126-OD</td>
<td>2.3</td>
</tr>
<tr>
<td>45.0</td>
<td>227G-N5</td>
<td>Ser533-OG</td>
<td>2.5</td>
</tr>
<tr>
<td>12.0</td>
<td>Ala-221</td>
<td>227G-S1</td>
<td>2.8</td>
</tr>
</tbody>
</table>

**Water-mediated Hydrogen bonds**

<table>
<thead>
<tr>
<th>Occupancy (%)</th>
<th>Donar</th>
<th>Acceptor</th>
<th>ADL(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>Glu128</td>
<td>WAT</td>
<td>2.2</td>
</tr>
<tr>
<td>79</td>
<td>227G-N1</td>
<td>WAT</td>
<td>2.3</td>
</tr>
</tbody>
</table>

**Intra-Hydrogen Bond (HB)**

<table>
<thead>
<tr>
<th>Occupancy (%)</th>
<th>Donar</th>
<th>Acceptor</th>
<th>ADL(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>82</td>
<td>Asn273-ND2</td>
<td>Asp126:OD</td>
<td>2.1</td>
</tr>
<tr>
<td>84</td>
<td>Glu128-N</td>
<td>Asp126:OD</td>
<td>1.9</td>
</tr>
</tbody>
</table>

*-Average Dynamic length
Figure 4: Interaction map of BVDV RdRp and HCV RdRp in complex with 227G. (A). The spiral rings indicate hydrogen bonds (HB) involving residues Asp126, Ser533 and Ala221, as well as a salt-bridge between Asp126 and Asn264. Four loops L₁, L₂, L₃ and L₄ are represented in pink while Motif-I is in blue. Residues contributing in HₚH interactions are represented by VdW surface and are coloured white. (C) the helices (H₁, H₂ and H₃) outlining the cavity are coloured pink. Residues outlining the cavity are shown in VdW surface view as well as indicated by ball and stick representation. (B & D) Statistics of HₚH contacts formed between 227G-BVDV 227G-HCV complexes respectively. Labels on the X-axis refer to the atoms of 227G as in Fig. 1c while on the Y-axis the interaction lifetime is reported as fraction of the entire simulation time.
<table>
<thead>
<tr>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asp126</td>
<td>-23.8(3.5)</td>
<td>-2.1(0.9)</td>
<td>-25.8(3.3)</td>
<td>Val37</td>
<td>0.1(0.1)</td>
<td>-0.3(0.2)</td>
<td>-0.2(0.2)</td>
</tr>
<tr>
<td>Arg127</td>
<td>2.2(1.8)</td>
<td>-4.6(1.1)</td>
<td>-2.4(1.9)</td>
<td>Leu392</td>
<td>-1.3(0.6)</td>
<td>-1.3(0.6)</td>
<td>-2.6(1.1)</td>
</tr>
<tr>
<td>Glu128</td>
<td>-3.7(2.7)</td>
<td>-4.4(1.3)</td>
<td>-8.5(3.1)</td>
<td>Ala396</td>
<td>0.4(0.7)</td>
<td>-1.8(0.6)</td>
<td>-1.4(1.0)</td>
</tr>
<tr>
<td>Arg130</td>
<td>2.3(0.9)</td>
<td>-0.2(0.1)</td>
<td>2.0(0.9)</td>
<td>Ile424</td>
<td>-0.8(0.2)</td>
<td>-0.4(0.1)</td>
<td>-1.1(0.2)</td>
</tr>
<tr>
<td>Arg132</td>
<td>8.1(1.7)</td>
<td>-2.2(0.7)</td>
<td>5.9(1.7)</td>
<td>His428</td>
<td>-4.1(1.4)</td>
<td>-3.7(0.8)</td>
<td>-7.8(1.5)</td>
</tr>
<tr>
<td>Ala221</td>
<td>-0.8(1.0)</td>
<td>-1.7(0.6)</td>
<td>-2.5(1.1)</td>
<td>Leu492</td>
<td>-0.5(0.7)</td>
<td>-1.6(0.8)</td>
<td>-2.1(1.2)</td>
</tr>
<tr>
<td>Phe224</td>
<td>-0.1(0.2)</td>
<td>-0.4(0.3)</td>
<td>-0.5(0.2)</td>
<td>Val494</td>
<td>-0.2(0.3)</td>
<td>-2.5(0.6)</td>
<td>-2.7(0.7)</td>
</tr>
<tr>
<td>Ile261</td>
<td>-1.5(0.4)</td>
<td>-4.1(0.8)</td>
<td>-5.6(0.9)</td>
<td>Pro495</td>
<td>-0.2(0.4)</td>
<td>-2.3(0.5)</td>
<td>-2.5(0.6)</td>
</tr>
<tr>
<td>Pro262</td>
<td>0.4(0.9)</td>
<td>-5.2(0.7)</td>
<td>-4.8(1.1)</td>
<td>Val499</td>
<td>1.2(0.8)</td>
<td>-2.4(0.5)</td>
<td>-1.3(0.9)</td>
</tr>
<tr>
<td>Asn264</td>
<td>1.9(0.9)</td>
<td>-2.8(0.6)</td>
<td>-0.8(1.1)</td>
<td>Trp500</td>
<td>0.1(0.4)</td>
<td>-5.9(0.7)</td>
<td>-6.0(0.8)</td>
</tr>
<tr>
<td>Ala392</td>
<td>-0.7(0.6)</td>
<td>-1.5(0.4)</td>
<td>-2.1(0.8)</td>
<td>Arg503</td>
<td>-2.6(3.1)</td>
<td>-4.9(0.9)</td>
<td>-7.5(3.5)</td>
</tr>
<tr>
<td>Arg503</td>
<td>2.1(2.0)</td>
<td>-4.1(1.2)</td>
<td>-2.0(2.7)</td>
<td>Tot</td>
<td>-11.3(4.6)</td>
<td>-34.0(2.5)</td>
<td>-45.2(5.5)</td>
</tr>
<tr>
<td>Tot</td>
<td>-34.0(6.0)</td>
<td>-47.6(3.5)</td>
<td>-81.7(7.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table: 4A** Residues wise interaction energy of 227G A) BVDV RdRp-227G B) HCV RdRp-227G.
Figure 5: Hydrogen Bond Interaction network: Inter (227G-Asp126), Intra (Glu128-Asp126) & (Asp126-Asn264), water mediated interaction (227G:N1-WAT) & (WAT:Glu128), as mentioned in Table 3. This network is strong enough having occupancy more than 80%.

Comparison With APO-Protein:

RMSD-Time wise

Figure 6: RMSD of whole system as a function of time relative to the starting structures in both HCV and BVDV, APO and COMPLEX systems respectively.
We did RMSD analysis as we noticed a substantial fluctuation in BVDV apo enzyme, while the HCV system is quite stable (Fig 6). The root-mean-square deviations (RMSD) of the Cα atoms for the apo and complex of BVDV and HCV RdRp, as function of time are plotted in Figure 6. To take into account completely stabilized systems all the analysis has been carried out in the last 10ns of the simulations.

As depicted in Figure 6 the backbone RMSD of Complex 227G-BVDV was found to stabilize with an average of 2.6 Å. However, the apo protein showed a larger RMSD, thereby indicating a greater deviation when compared to the complex system. A qualitative examination of the RMSD trajectories from these simulations of the apo and complex system suggests that binding of 227G tends to provide conformational rigidity to the otherwise flexible protein. The dynamics of the apo protein shows a periodic behavior wherein, initially the system moves deviates to an RMSD of 4.0 Å upto 10ns, then it steeps down to 3.0 Å at 12ns. This behavior is repeated when the RMSD again jumps up to 4.0 Å at 16ns and then again coming back to 3.0 Å in the end of the simulation. Figure 6 clearly showed that the two systems exhibit different dynamical behavior; with the apo-protein displaying conformational flexibility higher than that of the complex system.

On the contrary, the apo and complex system of HCV RdRp exhibited similar dynamical behavior. After an initial increase of the RMSD of 2.0 Å at around 2ns the Apo system stabilizes around an average value of 1.9 Å throughout the simulation, while the complex deviated around an average value of 1.7 Å exhibiting similarity in dynamical evolution.

RMSD-Residue-Wise

![RMSD-Residue-Wise](image)

**Figure 7:** Average RMSD during the simulation for each residue with respect to a reference snapshot. We observed huge fluctuations in the wild type as compared to the complex. Maximum peaks were obtained in the N-terminl region, residue surrounding motifI and motifII and loop L3 in Apo which got stabilised on 227G binding.
The relatively high values and the irregular but periodic profile of the Apo-system RMSD plot reflect structural changes of highly flexible protein regions. The root-mean-square deviation (RMSD) per residue graph, (Figure 7) highlight the regions of protein which show significantly larger flexibility in apo protein as compared complex system. Major region of interest; primarily because they make part of the 227G binding cavity; wherein the peaks were observed were the Loop L4 region; also known as the linker; and Loop L3. As already mentioned, Loop L4 and L3 along with L2 and L1 constitute the binding cavity. In the complex (227G-BDV), 227G interact with the residues, in particular makes strong HB with Asp126, and another residue Glu128 involve in making water-mediated HB with 227G and intra HB with Asp126 and Asn264. This particular networking into the binding site doesn't let linker to move back in complex system thereby keeping it rigid, while in the Apo protein L4 is free to move back and forth. The larger peaks of L4, in the apo-protein can be explained as it is a part of the N-terminal domain, which as described in literature, has an innate flexibility. This flexibility of the N-terminal domain along with fingertip region is important for the translocation of template during the polymerization. The same hold true for the L3 which interacts with 227G in the complex making HB with Ser533, providing rigidity to this loop, while it is free to move in the apo protein.

Area with respect to APO-protein:

We calculated and compared the area of the cavity mouth in the crystal structure of BVDV RdRp, in the structure of the Apo after relaxation and in the equilibrated configuration of the complex. In order to calculate this area, we considered the triangle defined by the lines connecting the terminal residues of the loops involved in making the cavity (Figure 8C). We were aware that the area calculated in this manner is an approximation and its absolute value has no quantitative meaning. Nevertheless, a comparison of the mouth areas provides a qualitative indication of the probability for a template to enter the polymerization site. We observed that there is complete closure of the template entrance channel due to presence of 227G in the system. A visual depiction of the cavity closure is depicted in Fig.8A & B. In-depth analysis of the area graph showed an enormous reduction in the area enclosed by the loops surrounding the 227G. (Figure.5C &D).
Figure 8: Top view of the template entrance channel of BVDV RdRp is indicated by blue and the rest protein is in ribbon and green color. The putative binding cavity encircled by Loops L1, L2, L3 and L4 lies in the template entrance channel. (A) The cavity view in crystal structure, indicates enough space for the entrance of template, while in (B) 227G, indicated in yellow color, totally blocks the entrance to the channel. (C) Depicts the superposition of the averaged structures of the loops in complex (yellow) and Apo (violet) while the crystal is presented in red color. For the calculation of area, we considered L1, L2 and L4 which showed maximum variation between complex and Apo protein. The distances between residues R127 (L4, white), F224 (L2, yellow) and A392 (L1, orange) sampled during the simulations were used to calculate the area of the cavity in the complex and in apo-protein. (D) Distribution of the area during the simulations for the Apo-protein is shown by the green curve while the red indicates the complex system. The black line indicates the value extracted from the X-ray structure.
Discussion and Conclusion:

In the framework of our research for antiviral compounds of both synthetic and natural origin, a 2-phenylbenzimidazole derivative, 227G, emerged for its selective activity against a representative of the Pestivirus genus. In particular, being active against BVDV and HCV 1b recombinant RdRp in enzyme-based assays, 227G has RdRp as molecular target in both viruses.

When assessed for its activity in cell-based assays against a panel of DNA and RNA viruses, compound 227G showed an EC\(_{50}\) of 0.8 μM against BVDV, whereas proved to be inactive against a representative of the Flavivirus genus, YFV (vaccine strain 17D). Thus, to assess the activity range of the compound we measured its activity against HCV: 227G exhibited anti-HCV activity in the Huh-7 cell-based replicon system, with an EC\(_{50}\) value of 1.1 μM. These promising data lack of a microscopic interpretation necessary to possibly extend the activity spectrum of this class of compounds.

To accomplish this challenging task, a computational study represented a powerful tool as it helped us to identify binding site, binding mode, as well as to have a deeper dynamic insight into the mechanism of inhibition of both viruses. Additionally, the possibility of assembling the interaction inventory enables to identify hot-sputs on both RdRp and inhibitor sides.

BVDV

The initial structure of BVDV complexed with 227G, which was extracted from the docking procedure, has the 227G inserted in a cavity surrounded by the residues of the fingertip region. As discussed in the results the cavity is made of two loops of finger domain, one from the thumb domain and a loop from the N-terminal domain. The part of N-terminal domain (residue Arg125 to Asn132), involved in interaction with 227G called linker. This N-terminal region is one of the most peculiar characteristics of BVDV RdRp, being absent in other polymerases.

The other significant region which take part in making cavity is finger-tip region, it originate from the finger domain and stack against thumb domain via several beta-strands. [78-80] There is yet no clear evidence of the role of the N-terminal domain, but it is believed that the finger-tip region along with N-terminal (loop L4) forms the entrance of the template binding channel. The flexibility of the finger-tip region and N-terminus region is an intrinsic property of the polymerase, necessary for the binding and translocation of template during elongation.

Binding of 227G in this region may reduce this flexibility, hampering an efficient translocation, as it can be appreciated in Figure 6. Here we report the average RMSD during the simulation for each residue with respect to a reference snapshot. This reference snapshot is extracted from the MD simulations and refers to the structure with the lowest RMSD, with respect to the average configuration taken over the trajectories. The green and red curves refer to the complex and WT type systems, respectively.

Analysis of the residue wise RMSD indicate a vast difference in the conformational change in the finger-tip region of the WT and complex protein during the simulations. We observed a greater fluctuations of the residues in the finger-tip region of WT protein which stabilises in the complex. This indicates that the binding of 227G provides additional stability to the system.

Another significant fluctuation can be pinpointed in the L4 Linker region of the N-terminal domain. The figure 7 clearly indicates huge fluctuations in the WT protein as compared to the complex protein. With this we conclude that binding of 227G in the putative binding cavity clearly reduces the flexibility of the N-terminal domain as well as the finger-tip region which is pivotal for the concerted movement of the thumb and finger domain necessary for the translocation of template.

Analysing our MD trajectories, we found that the N-terminal domain contributes to stabilize 227G in the putative binding cavity. During MD simulation of the WT, the loops move closer to each other (coloured in pink in Figure 8C), if compared to the situation in the crystal structure (in blue, in Figure 8C). In the presence of the 227G, our MD results indicated that these loops are even closer, thereby resulting into a further closure.
of the cavity. As mentioned in the result, in order to quantify this hypothesis we did area analysis of the mouth of the cavity in all three cases (WT, relaxed and complex), we observed there is wide reduction of occurrence of N-terminal in case of complex, while there is a wide range of occurrence in WT type. As a consequence, the binding of the 227G seems to block the entrance of the template channel. Thus, we hypothesised that binding of 227G results in closure of template channel resulting into hindrance to the entry of the template into the polymerization site, thereby preventing polymerization itself.

An alternative explanation of the inhibition action of 227G has been suggested, always based on the position of Ile261. The fingertip region contains polymerase motifs-I and II, which are involved in RNA template and NTP binding [81,82]. The residue Ile261 is highly conserved and is found to lie in motif-I (261IPKNEK266) (Figure 4A). The motif-I is located close to the NTP (i+1) binding site and plays a role for the binding of the incoming NTP’s. Thus, binding of 227G near to Ile261 in the apo-enzyme may inhibit the binding of the incoming NTP’s and thereby finally the polymerization. Loop L4, referred to as linker interacts with other viral polymerase thereby concentrating them in the replication complex which could be advantageous for more productive viral replication. Interaction of 227G with the L4 region could reduce the scope of interaction of L4 with other viral polymerase. This in turn may hinder the dimmer formation and affect the polymerisation.

HCV

The mode of inhibition of indole/benzimidazole compounds against HCV RdRp has been put forth by previous crystallographic studies [52], remarkably, it turns out to be substantially different from that found in BVDV. Indeed, accordingly to experimental evidence for others indole/benzimidazole inhibitors [83-84], we found that 227G binds onto the thumb domain of the enzyme in HCV RdRp while we report that 227G docks in the finger domain of BVDV RdRp. (Figure 1A &B)

The analysis of the interaction of 227G with HCV polymerase suggests that inhibition may occur following the same mechanism of inhibition as reported previously, [84] wherein binding of 227G might prevent the interaction between the fingertip loop lambda1 and the thumb domain (Figure 3B), forcing the enzyme in an opened “inactive” conformation. [85-87] This mechanism is substantially different from that hypothesised in the case of BVDV. The role of λ1 loop is to provide the conformational flexibility to the concerted movements of the thumb and fingers domain, which are the essential process in replication [88]. The tip of λ1 loop has an alpha-helix structure, which stacks against the thumb domain and has strong hydrophobic contacts with the surrounding residues, mainly with Val494, Pro495, and Trp500. The idea is that in order to reach the access of the otherwise buried cavity, the compound interacts with the residues Lys30 and Lys31 of the lambda1 loop forcing the loop to open and in turn accommodating its arms into the sub-pockets initially occupied by Lys30 and Lys31.

In an effort to identify features of the inhibition mechanism and interactions hotspots, we performed analysis of the interaction pattern between 227G and HCV. The hydrophobic cavity for the benzimidazole group of compound comprises two small closely spaced pockets (Pocket-1 and 2, Figure 3 [52]). The side chains of Leu392, Ala395, Ile424, Leu425, His428, and Phe429 line in Pocket1, and residues Val37, Leu392, Ala393, Ala396, Leu492, and Val494 form pocket 2 (Figure. 3). In the apo-enzyme residues Leu30 and Leu31 of the alpha-helix of lambda1 loop occupy pocket1 and pocket2, respectively. These interactions are disrupted by the presence of 227G in the complex. Indeed, after 10ns of MD simulation arm1 of 227G (see Figure.1C for notation) fitted comfortably in pocket2 of the protein. Likewise, the phenyl ring and arm2 fully occupy pocket1, which in the apo-protein is only partially filled with the side chain of Lys30 and Lys31 of the lambda1 loop forcing the loop to open and in turn accommodating its arms into the sub-pockets initially occupied by Lys30 and Lys31.

In Figure 3, 227G accommodates very nicely into the cavity since the O-methyl groups of 227G protrude into the pocket more deeply than the residues located in the tip of the fingertip. Furthermore, there is another hydrophobic region in the binding cavity where the methyl group of 227G tail anchors the 227G by establishing strong interaction with Trp500 and Val499, thereby providing further stability. The benzimidazole moiety of 227G additionally contributes to the stabilization of 227G in the pocket by making strong hydrophobic contacts with the side chains of Val494, Trp500, and Pro495. The mode of interaction of 227G obtained in our study was found to be in accordance with that suggested on the basis of the crystal structures. Thus, it is possible to conclude that binding of 227G on the surface of the thumb domain, in a cavity that in the free enzyme is normally occupied by one of the fingertips, disrupts the fingertips-thumb interactions and forces the enzyme into a open, inactive conformation.
Figure 9: Superposition of HCV and BVDV RdRp complexes, taking their average pdb from their respective simulation in each cases. HCV RdRp is in green in color while BVDV RdRp is red in color. 227G in each case is rendered in VDW and lies in thumb and finger domain of HCV and BVDV system respectively.


Conclusion:

1) The present study contributes to the understanding on how the polymerases of flaviviridae can be targeted by specific inhibitors. At the best of our knowledge, this is the first time that a benzimidazole derivative is reported to be active against both BVDV and HCV RdRp in the low micromolar range.

2) Despite 227G could supplement the series of NNI's discovered by [89-90] endowed with the same dual antiviral activity, it is our opinion that BVDV could be considered a predictable surrogate model for HCV only in the case of NIs, since they bind to an evolutionarily conserved portion of the enzyme, which remained unchanged in the flaviviridae RdRp and in other viral polymerases.

3) Here we defined the inventory of interactions established between 227G and HCV and BVDV RdRp. This was done with an aim to apply a structure based strategy to pinpoint possible changes in the compounds aiming at improving its potency.

4) In this paper we proposed the probable mechanism of inhibition of 227G in BVDV RdRp, which are all different from the one reported for benzimidazole compounds against HCV RdRp. We showed that the mechanism of inhibition involves different domain in the two RdRps, in BVDV it bind in finger domain while in case of HCV in thumb domain (figure 9), thus weakening the validity of the use of BVDV as a surrogate model of HCV. Though sometimes activity against BVDV revealed a positive indication for HCV, as in the case if 2,5-disubstituted imidazo[4,5-c]pyridines, indeed, in our opinion it is not possible to exclude that compounds inactive or low active against BVDV can be surprisingly active against HCV. Despite the promising results obtained with our benzimidazole derivative, we could not disprove the concept of a limited spectrum of activity for the antiviral therapy.

All these issues are challenging and require a microscopically well-funded knowledge of the processes involved in the inhibition. About the validity of BVDV as a surrogate model, the strengths and weaknesses of its use are pinpointed. At the same time, rules to identify the range of validity of antiviral therapy might be traced back from our microscopic picture of the compound-target interaction. About the second issue, our hope is that drawing the complete inventory of the interactions and mapping such hot-spots on the structure of both targets and compound, a crucial information that together with experimental data contribute to the design of improved inhibitors. Hopefully, these forthcoming results will contribute to deciphering the molecular determinants of inhibitor activity and will provide the key to understand the molecular mechanism of inhibition. The final outcome will be a major understanding on how the Flaviviridae RdRp could be targeted by specific inhibitors, thus allowing a rational (in silico) drug design.
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Chapter 4

Quinoline Tricyclic Derivatives.
Design, Synthesis and Preliminary In vitro and In silico Antiviral Activity Against Flaviviridae Family of
Three New Classes of
Virus-Encoded RNA-Dependent RNA Polymerase (RdRp) Inhibitors

Abstract

In this preliminary study three new classes of RNA-dependent RNA polymerase (RdRp) of Flaviviridae inhibitors, the linear N-tricyclic systems derived by condensation of the quinoline nucleus with 1,2,3-triazole, imidazole or pyrazine (obtaining triazolo[4,5-g]quinolines, imidazo[4,5-g]quinolines and pyrido[2,3-g]quinoxalines respectively), has been discovered. In particular the activity of the title compounds were evaluated in cell culture systems against YFV (as viruses representative of Flaviviruses) and BVDV (Pestiviruses). Furthermore the cytotoxicity was evaluated in parallel cell-based assays. 1:1 Mixture of bis-triazoloquinolines (1m), imidazoquinolines (2e,h) and pyridoquinoxalines (4h,j and 5n) showed anti-BVDV activity in the range 1-5 µM in cell-based assays. Mutation experiments versus both NS5b and NS3 enzymes of resistant strains of BVDV of two selected compounds (2h and 5m) confirmed the inhibition of the enzyme target. Overall, by these experiments the imidazo[4,5-g]quinoline (2h) emerged as a potent BVDV polymerase inhibitor endowed with IC₅₀ = of 0.06 µM. Herein, we have utilized several biophysical computational approaches, ranging from Docking, standard molecular dynamics and metadynamics, in order to predict the binding site, to identify key determinants of ligand binding, the energetics of unbinding as well as the escape mechanism of the lead compounds PS999 and PS1036 in BVDV RdRp. MM/PBSA techniques were used to calculate the binding free energies of 227G in both HCV and BVDV RdRp. Calculated binding free energies were then converted to computational IC₅₀ which were then compared with the experimentally available IC₅₀ values

Keywords: Triazolo[4,5-g]quinolines / Imidazo[4,5-g]quinolines / Pyrido[2,3-g]quinoxalines / Anti-viral activity / Flaviviridae / BVDV / YFV / HCV / Cytotoxicity / SAR / RNA-dependent RNA polymerase / In silico evaluation / Mutations in NS5b.
Introduction

The Flaviviridae family, containing viruses with single-stranded positive-sense RNA genomes (ssRNA^+), comprises three genera and several viruses that are currently unassigned to specific genera. The *Hepacivirus* genus includes the hepatitis C virus (HCV). Viruses such as GB virus-A and GB virus-A-like agents, GB virus-D and GBV-C or hepatitis G virus, while at present not formally classified within the Hepacivirus genus, are closely related to HCV and represent unassigned members of Flaviviridae. Within this family are also comprised the *Flavivirus* genus, with viruses such as Dengue Fever, Yellow Fever (YFV), West Nile, Japanese encephalitis and tick-borne encephalitis, and the *Pestivirus* genus, which includes bovine viral diarrhea (BVDV), border disease and classical swine fever viruses. Viruses within the Flaviviridae family cause significant diseases in human and animal populations.

HCV is a major cause of human hepatitis, globally.¹ The World Health Organization (WHO) estimates that over 170 million people worldwide are presently infected with this virus.²³ Most infections become persistent, and about 60% of cases progress towards chronic liver disease. Chronic HCV infection can lead to development of cirrhosis, hepatocellular carcinoma and liver failure.⁴⁵ Pegylated interferon in combination with ribavirin is used in the clinic for hepatitis due to HCV. Unfortunately this therapy has limited efficacy and is often associated with severe and adverse events.⁶

Flaviviruses are important human pathogens and are also prevalent throughout the world and cause a range of acute febrile illness and encephalitic and hemorrhagic diseases. Although an effective vaccine against YFV has been available since the late 1930s, utilization is incomplete in many areas.⁷

Pestivirus infections of domesticated livestock cause significant economic losses worldwide. These viruses cause a range of clinical manifestations including abortion, teratogenesis, respiratory problems, chronic wasting disease, immune system dysfunction and predisposition to secondary viral and bacterial infections. BVDV can also establish a persistent infection (PI) in animals that remain viremic throughout life and serve as continuous virus reservoirs.⁸ Persistently infected animals often succumb to fatal mucosal disease. Furthermore, BVDV shows the ability to cross the placenta of susceptible animals causing a variety of fetal infections.⁹

In conclusion currently, with the exception of YFV, no vaccine exists against the various Flaviviridae members; furthermore there are no antiviral pharmaceuticals to prevent or treat Flavivirus or Pestivirus infections and the association of interferon and ribavirin has limited efficacy in HCV therapy. Therefore new drugs for therapy and chemoprophylaxis are clearly needed for infections and diseases caused by viruses belonging to the Flaviviridae family.

Recently we reported the synthesis of the [4,7]phenantroline nucleus, an angular N-tricyclic systems derived by expansion of the quinoline nucleus with pyridine, and of several related derivatives which emerged
as a new class of antiviral agents endowed with both in silico and in vitro activity against viruses ssRNA.\textsuperscript{10} Molecular modeling of the interactions between [4,7]phenanthrolines and the RNA-dependent RNA polymerase (RdRp), termed NS5B in the case of the Hepacviruses and Pestiviruses, confirmed the supposed activity against HCV NS5B of this angular N-tricyclic system. This research is inserted in a large program of design, synthesis and both in silico and in vitro screening of new classes of non-nucleoside anti-Flaviviridae agents, in particular against HCV.\textsuperscript{11}

\textbf{Figure1:} Cartoon representation of BVDV RdRp. Different domains of RdRp viz thumb in green, finger in blue, palm in red and unique N-terminal is magenta in color.

Here we report the synthesis, in vitro antiviral screening, citotoxicity studies and molecular modeling of three series of linear N-tricyclic systems, derived from the quinoline ring, against representative Flaviviridae viruses. In particular we have studied triazolo[4,5-g]quinolines, imidazo[4,5-g]quinolines and pyrido[2,3-g]quinoxalines. Unsubstituted nucleuses of the three above quinoline derivatives were by some of us prepared since 2000,\textsuperscript{12} and some their derivatives were subsequently synthesized and tested in anticancer, antifungal and antibacterial screenings.\textsuperscript{13-14} In the aim to verify if also these linear N-tricyclic systems were able to protect the cells from the cytopathogenicity induced by Flaviviridae viruses we have re-synthesized and submitted the unsubstituted nucleuses and their known derivatives of Figures 1-3 (compounds 1a-j, 2a-c, 3a-d, 4g-i and 5k-l) to antiflaviviridae screening. In particular we evaluated both in silico and in vitro activity against YFV (as viruses representative of Flaviviruses) and BVDV (Pestiviruses). Due to the lack of efficient cell culture systems for the multiplication of HCV (Hepacivirus), title compounds were evaluated only in silico. Furthermore the citotoxicity was evaluated in parallel cell-based assays. On the light of the interesting results obtained we have designed the syntheses of new inhibitors of the RdRp of Flaviviridae bearing at this class of linear N-tricyclic systems 1k-m, 2d-q, 3d-f, 4j and 5m-o of Figures 1-3. All the new compounds were submitted to the same assays above indicated. Furthermore two selected compounds (2h and 5m) were submitted to mutation experiments versus NS5b (RdRp) and NS3 (helicase) of resistant strains of BVDV, in the aim to confirm the enzyme target and to verify the insurgence of resistance against these compounds.
Despite the interesting properties of these compounds, nothing is currently known about their molecular mechanism of interaction with virus polymerases. In an effort to shed light thereon, we performed here a thorough in silico study of the interaction of two lead compounds (namely PS999 of Imidazoquinoline and PS1036 of pyridoxoquinoline) with the BVDV RdRp.

This choice has been driven by the availability of data on the selection of BVDV RdRp resistant mutants for these two drugs. These data are not available at the moment for the third class of compounds, so we limit our study to the two compounds above. We used a thorough application of different computational approaches, ranging from docking, standard molecular simulations to characterize the structural and dynamical determinants of the interaction, meta dynamics to predict the energetics of unbinding of the compound PS999 and PS1036 from the putative binding and to estimate undocking pathway and Poisson-Boltzmann surface area (MM/PBSA) calculations to provide an estimate for the free energy of binding (that can be compared with experiments to validate the binding site and therefore the models of the complexes).

NOTE: Results of only the computational part is presented in this chapter.

Material and Methods

MM-PBSA Calculation.
All energetic analyses were done using a single trajectory approach, where each large ribosomal subunit-inhibitor complex, large ribosomal subunit, and inhibitor snapshots were taken from the snapshot of the performed MD trajectory. According to the MM-PBSA method\cite{15,16} binding free energy ($\Delta G_{\text{bind}}$) of each system could be conceptually summarized as follows

$$\Delta G_{\text{bind}} = G_{\text{com}} - G_{\text{rec}} - G_{\text{lig}}$$

(1)

$$\Delta G = \Delta E_{\text{MM}} + \Delta G_{\text{solv}} - T \Delta S$$

(2)

In which

$$\Delta E_{\text{MM}} = \Delta E_{\text{bond}} + \Delta E_{\text{angle}} + \Delta E_{\text{torsion}} + \Delta E_{\text{vdw}} + \Delta E_{\text{EEL}}$$

(3)

$$\Delta G_{\text{solv}} = \Delta G_{\text{PB}} + \Delta G_{\text{SA}}$$

(4)

$$\Delta G_{\text{SA}} = \gamma \bar{A} + b$$

(5)

where $G_{\text{com}}$, $G_{\text{rec}}$, and $G_{\text{lig}}$ are the free energy for the complex, receptor, and ligand (inhibitor), respectively. Each term is calculated by averaging the energy of molecular mechanics ($\Delta E_{\text{MM}}$), the solvation free energy ($\Delta G_{\text{solv}}$), and the vibrational entropy term ($T \Delta S$) as in (2). $\Delta E_{\text{MM}}$ (3) denotes the average molecular mechanics energy contributed by bonded ($E_{\text{bond}}$, $E_{\text{angle}}$, and $E_{\text{torsion}}$) and nonbonded ($E_{\text{vdw}}$ and $E_{\text{EEL}}$) terms, and the individual nonbonded contribution of the binding pocket to inhibitor was further decomposed on a residue basis using MM-PBSA\cite{17,18,19,20,21}.

$\Delta G_{\text{solv}}$ (4) is the solvation free energy given by $\Delta G_{\text{PB}}$, polar solvation free energy evaluated using the Poisson-Boltzmann equation, and $\Delta G_{\text{SA}}$, nonpolar contribution to solvation free energy from the surface area.\cite{29} The electrostatic solvation free energy was calculated using DELPHI\cite{22,23} software, with low dielectric medium for solute ($\varepsilon=1$) and high dielectric medium for solvent ($\varepsilon=80$). Atomic radii were taken from PARSE\cite{29} with an additional value of 1.90 Å for phosphorus,\cite{24} and in order to be consistent with molecular mechanics energy calculation, the partial charges on solute were taken from the Amber 99 force field\cite{21} and from our ab initio calculation (see above) for inhibitors. An 80% boxfill lattice with grid spacing 0.5 grid/Å was applied, and 10,000 linear iteration steps were required to obtain energy convergence. A nonpolar contribution to solvation free energy was determined from equation (23), where the surface area was calculated using molsurf from AMBER 8, and $\gamma$ and $b$ are 0.00542 kcal/mol Å2 and 0.92 kcal/mol, respectively, for use with PARSE atomic radii.\cite{29} The solvent probe radius was set to 1.4 Å. Residues within 25 Å from the mass center of ligand were used for PBSA calculation (this included the ligand with the exception of water molecules \cite{25}}
The solute entropy contribution (-TΔS) was estimated by normal-mode analysis using the NMODE module in AMBER 8.0. Each of the complex, receptor, and ligand systems were first minimized before switching over for normal-mode analysis, using a distance dependent dielectric constant of ε = 4r (r)interatomic distance), in the absence of solvent to mimic solvent screening until the convergence criteria of 0.0001 kcal/mol Å was achieved. Normal mode calculation was extremely time-consuming and computationally expensive for a large system; therefore, only residues within 10 Å from the mass center of inhibitor (excluding water molecules and ions) were used here. As discussed in refs 34 and 35 the differences of the calculated entropy value is quite small for different conformations, and normal-mode analysis calculation usually gave an inaccurate estimation for solute entropies, thus giving merely qualitative estimates of the solute entropy. Therefore, our calculation was only based on the average entropy value obtained from 25 snapshots taken from the final 2000 ps MD trajectories with a time interval of 20 ps.

Simulation Methodology (Metadynamics)
Initial relaxation of the system with the PS999 and PS1036 was performed for 20 ns at constant volume and temperature using the MD software package ORAC.[26] The process of undocking occurs on a timescale (~200 µs) which cannot be reached by standard MD simulations with an all-atom representation. To overcome this problem we used the metadynamics algorithm.[27] This algorithm, based on a history dependent biasing potential added in a subspace defined by a chosen set of reaction coordinates sα(x) is aimed at reconstructing the multidimensional free energy of a given process. At time t the biasing potential VG(s(x), t) is given as the sum of repulsive Gaussian functions added with a frequency 1/τG

\[ VG(s(x), t) = W \sum_{\tau=tG,2G,3G... \tau \tau \tau} \exp \left( -\left( s(x) - sG(t') \right)^2 / 2(\delta s)^2 \right) \]  

where W is the Gaussian height, δs is the Gaussian width. Due to this potential, the system is discouraged from revisiting the configurations already sampled. Metadynamics, not only allows the acceleration of rare events, but also the reconstruction of the free energy FG(s, t) = -VG, which is an approximation of F(s) in the region Σ(s) explored by s(xG(t)) up to time t.22 The accuracy of free energy reconstruction is dependent upon the Gaussian parameters W, δs and τG. Details of the metadynamics algorithm have been previously described.[27]

Choice of Reaction Coordinates.
The choice of reaction coordinates is pivotal to obtain the best approximation of the free energy. The CVs used here to describe PS999 and PS1036 dissociation are:
1. The distance d_CM between the centers of mass of the ligand and the center of the mass of the protein (for PS999 and PS1036, respectively). A similar choice of CVs has been applied e.g. in Ref.
2. The number of hydrophobic contacts n_hph between non polar carbons on the ligand and on the bases that it covers in the starting structure, modeled as a coordination number:

\[ n_{\text{hph}} = \sum_{ij} \frac{1 - (r_{ij} / r_0)^a}{1 - (r_{ij} / r_0)^b} \]  

The parameters a and b have values of 6 and 12, respectively, while r_0=6 Å accounts for the typical carbon-carbon distance (4/4.5 Å) and the thermal motions’ amplitude (1.5/2 Å). A similar CV has been used in Refs. 44, 95.

The Gaussian parameters were w=0.25 kcal/mol (0.1 KJ/mol), δs_CM=0.5 Å, and δs_hph=6 Å in both the case of PS999 and PS1036. The time interval between two successive Gaussian depositions was set to 0.5 ps in all the simulations.

Free energies surfaces were calculated as a function of d_CM, n_hph. In addition, simulations were performed in which the three CVs were kept active. In every metadynamics run the dissociation event was seen after a few ns (see Results) and occurred following a very similar mechanism, which means that the relevant slow motions of the systems are captured by our CVs. The activation free energies associated to the detachments were extracted by stopping the summation over Gaussians just after the complete detachment of the drug.
For the sake of clarity, we show here only the free energy profiles as a function of $d_{CM}$ and $n_{hph}$ in case of PS999•RdRp and PS1036•RdRp.

Furthermore, we used metadynamics as an exploratory method to identify the different minima along the the undocking pathway of the PS999 and PS1036. Then, we performed additional metadynamics simulations to calculate the free energy barriers connecting all of the minima. The “forward” energy barriers connecting each minimum (for example from Mini-I to Mini-II) was evaluated by counting the contour lines separating each minimum from “top to bottom” in the free energy surface (FES) resulting from the dissociation simulation.

To obtain the “backward” energy barriers connecting each minimum (for example from mini2 to mini1), we launched additional metadynamics simulations starting from each minimum identified and simulated the reverse process. From this new FES obtained, we then evaluated the “backward” energy barriers by counting the lines separating each minimum from “bottom to top”. In the end we put together the “forward and backward” energy barriers in the 1D free energy profile (1D-FEP) that thus sums up the complete energetic of the translocation process. From the 1D-FEP we can evaluate the effective barrier of translocation $\Delta G$ as the difference between the energy at highest barrier and at the dissociation of the the inhibitors from the putative binding site.

From each identified minimum we performed additional standard MD simulations (up to 5 ns) to characterize the structural details and the interaction of PS999 and PS1036 with BVDV RdRp. The hydrogen bonds (Hbond) between RdRp and inhibitors are counted using VMD25 scripts with the following threshold parameters: a distance of at most 2.8 Å and donor-hydrogen-acceptor angle of at least 130°. Hydrophobic contacts (Hphobic) are counted when nonpolar atoms are separated by at most 3 Å. We define durable Hbonds as the ones that have a lifetime equal to or higher than 20% of simulation time.

The change in enthalpy energy of PS999 and PS1036 in the different minima identified was done by evaluating the non bonded interactions (van der Waals + electrostatics) between inhibitors and all other atoms (protein, ions, water molecules) which lie within a cutoff of 10.0 Å from inhibitors, and for electrostatic interactions we adopt the same scheme (soft particle mesh Ewald schemes26) as for the simulations. The configurational entropy of inhibitors in the different minima was calculated from the covariance matrices of the atomic fluctuations as proposed by Andricioaei and Karplus.
Results:

We used computational protocol for the following mentioned objectives: 1) Use of Docking Protocol to provide a first guess of the putative binding cavity; 2) Use of MD simulation to relax the structure in aqueous solution 3) Use of Metadynamics to predict the binding poses of the compounds from their respective minima; 4) Use of meta dynamics to predict the energetics of unbinding of the compound PS999 and PS1036 from the putative binding cavity; 5) Use of MMPBSA for the calculation of binding free energies, computational IC_{50} values and comparison with the experimental IC_{50} values, of the poses identified by the metadynamics. Generally speaking, and in harmony with previous findings of our group, the procedure of comparison of experimental value with calculated value are very well validated (28, 29, 30, ). Here, in the presence of mutagenic results along with the results of enzymatic assays (IC_{50}), we considered only the lead compound PS999 and PS1036 as a proof-of-principle. The above mentioned application have been applied to the discovery of interesting details about the binding modes of these drugs with the residues lining the putative binding site.

Docking:

Binding site of NNI in BVDV is yet not known for these classes of compounds, hence resistant mutations A392 and I261 of lead compound PS999 and PS1036 respectively were used as grid centers for the automated molecular docking runs. In the absence of knowledge regarding the binding sites of these compounds, one of the major criteria for selecting the most biologically relevant docking pose in both compounds was, the proximity of the conformers to their respective resistant mutations.

MD Simulation

In order to validate the docking poses obtained in both compounds, first a relaxation of 10ns of standard MD simulations were performed for each complex system(PS999/PS1036-BVDVRdRp). From the residue wise electrostatic and VdW energy obtained from the MD-simulations, we were able to identify residues that were important for binding and which were nearly common for both PS999 and PS1036. The key residues which showed favorable interaction are Arg127, Glu128, Arg132, Ile261, Pro262, Leu263, Asn264 and Ala392 in both cases. The consensus in the residues interacting with both compounds and the highly favorable interaction energies obtained, strongly supported the possibility of binding of these compounds into a common site, present at the entrance to the template channel.

Interestingly, binding site identified for the PS999 and PS1036 was similar to the one identified for 227G, compound belonging to Benimidazole class.(Refer chapter 1.) The residue I261 and A392 are located at the entrance to the template channel, in close vicinity to each other. Conglomeration of resistant mutations A392E(PS999) and I261M(227G), I261T(PS1036) as well as Identification of stable binding poses for each of the compounds belonging to different classes on the finger domain of BVDV RdRp indicate that domain could be a “hot-spot” for NNI binding in BVDV RdRp(Figure1).
**Figure 1:** Complete overview of the location of binding site of PS999 and PS1036 complex systems. The snapshot taken were the average structures for both the systems. The compounds are render in VdW, binding site residues are in ball and stick model, while binding cavity is in surface view. Whole protein rendered in ribbon, coloring in secondary structure form.

**Putative Binding cavity**

The putative binding cavity is made up of four loops (L1, L2, L3 and L4) (ref our previous findings). The Loop L4 (Pro388-Ile398) and L3 (Ala221-Asn229) originate from the finger domain, loop L2 (Leu530-Gly537) belongs to the thumb domain, while loop L1 (Leu125-Arg132) is the part of the N-terminal domain. Motif-I, which is located on the flexible fingertip region, was also found to flank the cavity. The residues lining the compounds include mostly hydrophobic (Ala221, Ala222, Phe224, Ile261, Pro262, Ile287, Ala392), this is consistent with the chemical properties of the compounds, whose main body is made of aromatic rings. Other residues of binding site are polar (Thr160, Thr162, Asn217, Asn264 and Ser533) amino acids, although also three basic (Arg127, Arg130, Arg132) and two acidic (Asp126, Glu128) are present.
Figure 2: Expanded view of interaction between key residues of binding cavity of PS999 (A) and PS1036 (B). Snapshot taken from the deepest minima in both PS999 and PS1036. Binding site residues are shown here using ball-sticks representation (basic: blue, acidic: red, hydrophobic: white). In panel (A) Interaction map of PS999, residues involved in making HB with PS999 are Pro262 of motif-I and Arg127 of loop L1, while in panel (B) Interaction map of PS1036, Pro262 and Asn264, both from motif-I.

Figure 3: Average ligand-residue interaction energies in kcal/mol over compound PS999 and PS1036 for the residues that contribute most to the ligand surrounding. In the upper panel the interaction energy of WT and Mutant with PS999. In lower panel interaction energy of PS1036. The residues highlighted in bold are resistant mutant which reduces considerable in mutant (Red bar) with comparison to WT (black bar).
<table>
<thead>
<tr>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arg127</td>
<td>-10</td>
<td>-2.4</td>
<td>-12</td>
</tr>
<tr>
<td>Glu128</td>
<td>-1</td>
<td>-2.1</td>
<td>-3.1</td>
</tr>
<tr>
<td>Ala221</td>
<td>-0.1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>Ile261</td>
<td>2</td>
<td>-3.4</td>
<td>-1.4</td>
</tr>
<tr>
<td>Pro262</td>
<td>-7.8</td>
<td>-2.3</td>
<td>-10.2</td>
</tr>
<tr>
<td>Asn264</td>
<td>-0.5</td>
<td>-4.2</td>
<td>-4.8</td>
</tr>
<tr>
<td>Ala392</td>
<td>-1.4</td>
<td>-1.3</td>
<td>-2.3</td>
</tr>
</tbody>
</table>

**Table1:** Interaction Energy of key residues in PS999-RdRp Complex (Kcal/mol)

Average structure obtained from the MD simulations for each system were then used as a starting structure for the metadynamics runs. Free energy calculations were used to explore the ligand binding space in an explicit solvent. These simulations were used to identify alternative stable binding pose, if present other than the initial docking structure, and to predict the energetics of unbinding. The free energy simulations were performed as a function of two collective variable that took into account the hydrophobic contacts and the distance between the center of mass of the inhibitor with the center of mass of the binding cavity. These variables have been already used to characterize ligand-target molecular recognition processes using the metadynamics approach.

Interestingly, we found that in case of PS1036, the deepest minima corresponded to the initial starting structures obtained by the docking procedures, while, in case of PS999 an alternative binding pose was identified as mini2. Under the action of metadynamics, the ligand leaves the starting position, and explores the whole binding site and finally takes its way out from the enzyme through the template entrance channel. A detailed description of the unbinding pathway, key interactions of the compound’s in each minima along with the energetic required for the dissociation of the compounds from there respective binding pockets to the external environment, are discussed in following subsection.

**PS999:**
PS999 is the representative compound of Imidazoquinoline class of compounds. A deep inspection of the free energy profile of the unbinding process indicates that poses of PS999 clustered around three minima’s, mini-1, mini-2 and mini-3, wherein mini-1 corresponds to the pose obtained from docking. However, the deepest minima, representing the most energetically stable pose of PS999 corresponded to mini2. It is important to note that standard docking programs AutoDock (31), which assume the protein to be rigid, fail to predict this second binding and more stable binding pose. Apart from performing a comparative analysis of the minima’s obtained, with a view to determine the most stable and biologically relevant binding pose; our approach also helped us to have a guess of the putative undocking procedure. In order to accurately quantify the interaction pattern in each minima obtained, as well as to better characterize the undocking process, additional standard molecular simulations of 5ns were launched from each identified energy minimum.

**Mini-1:** The optimized location and the key interactions of the inhibitor within the putative binding site of BVDV RdRp are shown in figure 2(A). PS999 stabilizes in the cavity in such a way that the N3 atom of azole moiety makes a strong HB with the Pro262, (part of motif-I), exist throughout the simulation with occupancy more than 80%. A closer inspection of the free energy profile revealed that ~6 kcal/mol energy was required for the exit of PS999 from Mini1. (Figure 4A)
We did the decomposition of interaction energy of binding site residues to understand the contribution of each residue in the stability of PS999 into the binding pocket. The major contribution obtained from electrostatic came from residue Arg127 (-9.5 kcal/mol) and then residue Pro262 (-7.7 kcal/mol) (Figure 3, Table 1). Proceeding with metadynamics, the ligand leaves the Mini-1 and while exploring the catalytic site finds a second minima mini-2. Mini-2 was found to have the deepest basin and hence suggested an extremely good thermodynamic stability of PS999. As inferred from the free energy profile an unbinding energy of ~7 kcal was required by PS999 to exit from the binding pocket.

Figure 4: A) The two-dimensional Free energy surface (FES) of PS999’s undocking process, as a function of gdist and Hpi contacts. Each line correspond to 1 kcal/mol, where each color and each line correspond to 1 kcal/mol. A) - this panel represent the FES of PS999, representation two deep minima while panel B) - Evolution of the center of mass of PS999 during the metadynamics simulations of the undocking process. The residues of the putative binding site are highlighted in licorice. C) - Pictorial representation of closing of binding site in mini2 (green in color), as compared to the mini1 (purple and transparent).
**Mini2.** As already mentioned, in order to confirm the stability as well as to understand the dynamical and structural property of PS999 in Mini-2(Figure 4A), we extracted a snapshot from Mini-2 and carried out a 5ns standard MD run. The PS999 was found to be stable during the simulation. Major interactions contributing to the stability of PS999 in Mini-2 include a network of strong inter and intra molecular HBs. In particular a HB is formed between N atom of the guanidium group of Arg127 and polar oxygens of PS999 (ADL =2.8Å). The interaction persists throughout the simulation with occupancy more than 65%. This interaction strengthen more in mini-2 as it is also present in mini-1 but with less occupancy (30%). Another strong HB exists between polar oxygen of PS999 with Thr160. Other source of stabilization of the complex comes from water-mediated interactions between Glu128 and N3@PS999 and Arg127 and O2@PS999: although the mediating water molecule changes during the simulation, this interaction persists for the entire simulation time. PS999 is further stabilized by strong HpH with the main contributions coming from residues Ala221, Phe224, Ile261, Pro262, Ile287 and Ala392. Interestingly, it was noticeable that the HpH contact of Ala392 was increased in mini2 more than 50% than in mini1.

The salvation analysis revealed that mini2 is more solvent exposed than mini1. We did a 1st shell water analysis around the PS999 in both min1 and mini2 cases, and we observed in case of min1, the no. of water molecule around PS999 were 6 while in case of mini2 they were 8. It seems more logical as in mini1, PS999 was more buried into the binding pocket and covered by three loops L1, L3 and L4 while in case of mini2 PS999 lye on the surface mainly interacting with loop L1 and L2 residues.

**Undocking Mechanism:** Meta-dynamics approach helped us to reveal the undocking mechanism of PS999 from the putative binding cavity into the outer environment. During movement from min1 to mini2 a rotation of PS999 occurs around its major inertia axis. This leads into the first event observed in the undocking mechanism wherein breakage of HB between Pro262 and N2 atom PS999 occurs, thereby leading to the detachment of the indole moiety from the motif-I region of the BVDV RdRp. Due to this reorientation, the benzyl group of PS999 gets stacked against the guanidium group of Arg127. This stacking further strengthens the HB formed between the O2 atom of PS999 and Arg127, resulting into an occupancy of more than 50% during the standard MD simulation of mini2. Furthermore, N4 and N2 atom of the indole moiety of PS999 starts making water mediated interaction with Glu128. We also measured an rmsd of 1.3 Ang for the heavy atoms of binding site residues between Mini1 and Mini2. This value reflects the fact that there could be a local conformational change in the binding site residues of Mini1 and Mini2. In order to have a better understanding of the conformational changes taking place, we calculated minimum distances between the residues of loops L1, L2, L3 and L4 which describe the binding cavity. We found that the loops L2-L4 and L3-L4 sampled smaller distances in mini2 as compared to mini1. The histogram distribution in case of min1 was found to be centered around ~16.7 Å in mim2 and 18.4 Å in min1 for loop L2-L4 while 10.5 in mini2 and 11.3 in min1 for loop L3-L4 respectively. This indicated a closure of the loops in mini2 as compared to mini1. (Figure 4(C).)

**Escape:** Due to the loss of HpH contacts with loop L3 residues , PS999 moves from the metastable state mini2 into the solvent. The electrostatic interaction between nitro groups of PS999 with the guanidine group of Arg127 was the last interaction to be lost and PS999 came out to be more solvent exposed region. Finally, all the interaction with the protein was lost and with the movement of linker residues and loop2, PS999 escaped out completely into the solvent. The escape mechanism is depicted in Figure 4 (B).

**PS1036:**
PS1036 is the representative compound of Pyridoxoquinoline class of compounds. Here, the deepest minima lazo correspond to the initial docked posed of docking. The in depth speculation of FES of the unbinding process of PS1036 indicated that the different poses of PS1036 clustered around mainly two metastable state represent minimas, mini-1, mini-2 .Interestingly, the deepest minima, representing the most energetically stable pose of PS1036. PS1036 stabilize itself into the binding pocket all most in same orientation and with same key residues of the binding site as in case of PS999. The RMSD between PS999 and PS1036 in stable orientation is 1.03Å. A respective study of each minima has been performed to insect the key interaction of PS1036 during its undocking mechanism. We performed additional MD-simulation to analyze dynamical and structural properties of PS1036 in their respective minima identified along the undocking path.
Figure 5: A) The two-dimensional Free energy surface (FES) of PS1036’s undocking process, as a function of $gdi$ and $HpH$ contacts. Each line corresponds to 1 kcal/mol. where each color and each line correspond to 1 kcal/mol. A) this panel represents the FES of PS1036, representation two deep minima while panel 2B) represent the FES of PS1036 with only one minima. B) Evolution of the center of mass of A) PS1036 during the metadynamics simulations of the undocking process. The residues of the putative binding site are highlighted in licorice.

Mini1:
As we mentioned earlier that the deepest minima belong to the initial docked pose in the first minimum. Furthermore, we did a deep inspection to generate the binding map of PS1036. Here, PS1036 didn’t go any major conformational change.

The important flexibility of PS1036 in mini1 is further evident of it’s stability as average root-mean-square fluctuation (rmsf) was ~0.26 Å and the conformational entropy calculated to be TS=5.2 kcal/mol. We observed the main stable factor of PS1036 was the two most durable HB formed with the N3 and O1 atom of the pyrido part of the PS1036 along with residue Pro262 and Asn264, N3:O@Pro262 (ADL= 1.9 Å) and O1: HN@N264 (2.2 Å) respectively with the life time greater than 80%. Another stabilizing factor was HpH contacts, mainly with residues Arg127 of loop L4, Ala392 of loop L3 ,Ile261 and P262 belonging to motif-I region with VdW energy.
values -5.4, -1.6, -5.4 and -2.1 kcal/mol respectively. (Table 2, Figure 2B) In terms of electrostatic contribution, mainly provided by residues Ala221, Pro262 and Asn264 -1.2; -6.4 and -4.7 kcal/mol respectively. This would imply a high barrier to go from mini1 to mini2. With the visual inspection of FES the free energy barrier obtained was -9 kcal/mol to go from mini1 to mini2.

Table 2: Interaction Energy of key residues in PS1036-RdRp complex (Kcal/mol)

<table>
<thead>
<tr>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arg127</td>
<td>0.3</td>
<td>-5.4</td>
<td>-5.1</td>
</tr>
<tr>
<td>Ala221</td>
<td>-1.2</td>
<td>-0.9</td>
<td>-2.4</td>
</tr>
<tr>
<td>Ile261</td>
<td>1.3</td>
<td>-5.4</td>
<td>-4.2</td>
</tr>
<tr>
<td>Pro262</td>
<td>-6.4</td>
<td>-2.1</td>
<td>-8.4</td>
</tr>
<tr>
<td>Asn264</td>
<td>-4.7</td>
<td>-1.9</td>
<td>-7.6</td>
</tr>
<tr>
<td>Ala392</td>
<td>-0.1</td>
<td>-1.6</td>
<td>-1.2</td>
</tr>
</tbody>
</table>

Mini2:
Here, a HB formed from the same pyrido group (N3 atom) of PS1036 and with the backbone oxygen atom of Thr69 with ADL=2.25Å at the simulation of 2.3ns with the occupancy at this period was more than 52%. The phenyl tail of the PS1036 was tilted around 30 degree and at this state, making interaction with loop L3 residues in form of HpH contacts mainly Ala221, Leu225 and Phe224. Here the major unstabilizing factor was the loss of HB with residue Asn264. Another major loss reported here, was in form of electrostatic contribution from Asn264 and Pro262 ~0.8 and 3.6 kcal/mol in mini2 with respect to mini1. Finally, as PS1036 moves from mini2 to out of the pocket it started important interaction with terminal residues of loop L1 and L4.

Undocking mechanism:
With metadynamics approach, we tried to understand the undocking process of PS1036 from its respective binding site. The major step of undocking process was the breaking of HB with Asn264. This loss put PS1036 into the detachment from the motif-I region and move it away from the loop L1; because of this loss, it started moving, around 30 degree from its original axis and reached close to loop L3. The instability caused by the loss of HB with Asn264, imposing PS1036 from mini1 to mini2. Due to change its initial position, now the phenyl ring of PS1036 making HpH contacts with loop L3 residues. Apart from these HpH contacts it also has HB with Pro262 but with less occupancy than mini1. We calculated the root mean square deviation (rmsd) of heavy atoms ~ 1.23Å between the mini1 and mini2. While the rmsf of PS1036 in mini1 is 0.26Å, which increased in mini2 ~0.43Å. These values are very well evident of loss of stability of PS1036 from mini1 to mini2. Furthermore, we calculated the minimum distances between the loops as we did in case of PS999, to understand effect on loops during the detachment of PS1036. Interestingly we observed the distance between loop L1 and L3 and L1 and L2 increased considerably, which led the widening of binding site, similarly as in case of PS999.

Escape:
From the mini2 to exit of the PS1036 was mainly guided by the terminal residues of loop L2, L4 and finally with loop L1. Here, we observed the major interaction of PS1036 with residue Arg36 inform of π-cation reaction. With this interaction at the end, Arg36 stuck with PS1036 as an anchor and parallely moved the PS1036 towards the solvent environment. Finally, PS1036 lost its all interaction and reached to solvent. (Figure 5A and B)

During the undocking process we observed in case of PS999, the drug moved in between loop L1 and L2 while in case of PS1036 it moved out from Loop L1 and Loop L4. The undocking or escape of the inhibitor is
important to understand as it present some rational clues which could be important in the further modification of the inhibitor with respect to their key residues which unveil during the path analysis.

**Binding free energies changes:**

Only once the best pose has been identified by metadynamics and all eventual available criteria have been satisfied, a more accurate and quantitative method as the MM-PBSA analysis sampled by molecular dynamics simulations was used to predict binding free energy. Since, the minimum energy pose obtained from metadynamics corresponded to the initial docking position hence the MM-PBSA was performed from the snapshot taken from the 10ns relaxation of the initial docking pose.

By MM-PBSA analysis,32 the total free energy of binding into electrostatic, VdW, and solute-solvent interaction could be separated, gaining, thus, additional insights into the physics of the inhibitors-protein association process. Several studies have shown good correlation with the experimental results when adapting MM-PBSA in studying the binding free energy of inhibitors to receptor, and consequently in-depth information about the binding mode of inhibitors to the receptors could be acquired. Nevertheless, there are number of issues related with MM-PBSA that needs careful consideration when one wants to employ this method, and one of them is to justify the necessity to evaluate snapshot of the complex, receptor and ligand from a single trajectory or running separate trajectories for all three term. The single trajectory method has an apparent advantage as only one trajectory of the complex is needed; However, assumptions have to be made as snapshots of receptor and ligands taken from the trajectory of the complex are of equivalent free energy to those that would be taken from separate trajectories.33 As demonstrated by Kuhn and coworkers,34 the use of MM-PBSA on a single, relaxed complex structure is adequate to provide a good binding affinity ranking and give a fair correlation with an experimental value which prompted us to use single trajectory approach in our work. For this energetic analysis, 100 equally spaced snapshots were taken at intervals of 8ns of each MD trajectory. The binding free energy and the energy components of the complexes are summarized in table?

Generally speaking, and in harmony with our previous findings of our group (28,29,30,). According to this computational perspective, Table3, electrostatic ($\Delta G^e$) and VdW ($\Delta G^{VdW}$) terms in the gas phase provide the major favorable contributions to the inhibitor binding, whereas owing to the polar character of two compounds, the desolvation penalty paid by these molecules upon binding is also quite substantial which is evident by unfavorable polar solvation energies. The non-polar solvation energies ($\Delta G^{NP}$), which corresponds to the burial of SASA upon binding, barely contribute to the binding.

Further insight into the forces involved in complex formation can be obtained by analyzing the electrostatic ($\Delta G^{ele}$) and non-electrostatic ($\Delta G^{NP}$) contributions in Table3 . As demonstrated by numerous studies, the electrostatic contribution generally disfavors the docking of ligand and receptor molecules because the unfavorable change in the electrostatic of solvation is mostly, but not fully, compensated by the favorable electrostatic within the resulting ligand-receptor complex. Indeed, from Table3, we can appreciate that, despite the favorable electrostatic energies in gas phase ($\Delta G^e$), which are -4.5 and -4.6 in PS999 and PS1036 respectively, the contribution of the polar solvation energies to binding which are 24.3 and 22.9 in PS999 and PS1036 respectively, the sum of $\Delta G^{ele}$ and $\Delta G^{NP}$, does not favor the binding. Table 3 also suggests that the net result of non electrostatic interactions ($\Delta G^{NP}$), the sum of $\Delta G^{ele}$ and $\Delta G^{NP}$, is favorable for the formation of the complexes, and it should be noted that this behavior has been proposed previously as a general trend for the non-covalent ligand-receptor associations.35. From the above results, we conclude that the binding free energies obtained for these complexes are driven by more favorable non-polar interactions rather than by electrostatic interactions.

Another issue when dealing with the MM-PBSA is the approximation of solute entropy. The calculation of solute entropy term using normal-mode analysis is normally time-consuming, computationally expensive, and difficult to converge in the calculation, and most of the time it can be omitted [36,37,38], when calculating binding free energy. Our MD simulation showed that this trend can not be omitted if one wants to have a clearer picture on the energy terms. As shown in Table3, the initial $\Delta G_{\text{bind}}$ values (excluding solute entropy) for the PS999 and PS1036 were -28.6 and -26.6 respectively and one can see that these values were far from the final $\Delta G_{\text{bind}}$. The solute entropy contribution calculated from the normal mode analysis was -18.4 for PS999 and -18.3 for PS1036, and it has significantly reduced the estimated binding free energy to -10.8 and -8.9 in
these two systems.

The opposing interplay between a more favorable enthalpic ($\Delta H$) term and an unfavorable entropic term, as is also seen in our simulations is known as enthalpy/entropy compensation and is fundamental property of non-covalent interactions. This enthalpy/entropy compensation results in changes in $\Delta G$ values. More importantly, it is not confined to binding in aqueous solution, nor should it be ascribed to errors of measurement. It arises because bonding opposes motion and, also reciprocally, motion opposes bonding. The two effects can be traded off against each other because the strength of non-covalent bond is, at room temperature, comparable to thermal energies that oppose them.39

As was recently reviewed, allostery is a purely thermodynamic phenomenon in which a binding event leads to loss of freedom of motions of the binding partners, including their internal motions; Thus, it is entropy-unfavorable. Besides a disorder to order transition generally involves formation of a more cooperative set of interactions within the protein that replaces a less cooperative set of interactions within the protein that replaces a less cooperative set of interactions between the protein and the solvent. Then, the added ligand-receptor interactions are enthalpy favorable because, during binding, the interactions get increasingly tighter. Concordantly, the above-mentioned trend is followed by complexes analyzed herein, as shown by the results listed in table 3. The result obtained herein is highly encouraging as we got a good agreement between the value of calculated binding free energy and experimental data. The IC$_{50}$ values thus calculated in both cases.

**Drug Resistance**

All of these results and observations led us to hypothesize the probable possibilities of mechanism of drug resistance. An Atomic-detailed consequences of point mutations in drug targets would be of great value in the design of novel compounds to inhibit receptors mutants. A detailed analysis in order to understand as to how the mutations A392E and I261T renders the drugs inactive against the enzyme, we introduced the mutations “in-silico” and relaxed the structure for 10ns. As we can see from the table 1, each mutation causes a distinctive energetic change from the wild type protein. In the case of PS1036, I261T decreases the net electrostatic component greatly $\Delta E_{el} + \Delta G_{aps}=+5.7$ kcal/mol vs +3.9 kcal/mol for the wild type RdRp. For PS999, A392E causes a substantial decrease in both electrostatic and VdW energies. The free energy of binding results listed in table 3 are fully compatible with the indices of resistance level that were estimated from the experimental IC$_{50}$ values.

We speculated the modeled systems PS999 with 392E and PS1036 with 261T, in details. We observed the major conformational changes in the binding site and the N-terminal region in form of Root-Mean-Square-Deviation (rmsd) in both cases. The average rmsd of binding site from the equilibrium trajectory with respect to the starting structure in the wild type complex is 1.38Å while in case of mutant it increased to 2.14Å. In case of PS1036 it is 1.06Å and in mutant complex it increased to 2.86Å. Another substantial changes, we observed in N-terminal region, where the rmsd is 0.78Å in PS999 and 1.03Å in PS1036. The change in N-terminal was notable as it is a crucial part in the polymerization and unique in BVDV RdRp.

To investigate electrostatic effect of the A392E in PS999 and the I261T in PS1036 mutations, the electrostatic potential grids were computed by numerical solution of the linearized Poisson-Boltzman equations and mapped onto the solvent accessible surface of the binding pockets. (Figure 6). As shown in the figure A392E mutation was found to perturb the electrostatic potential inside the binding pocket. The electrostatic potential surface of the bound PS999 are fairly complementary with the wild type complex. The major mutational effect, observed was, the sever electrostatic repulsion between the oxygens of nitro group of PS999 and the carboxylic group of Glu392. As we can see from the figure 6 There is a strong electrostatic repulsion in case of mutant PS999 while in case of wild-PS999 it fitted comfortably into the binding pocket.

The computed interaction energies of binding between the PS999, PS1036 and their respective binding site residues are reported in Figure 2. Residue-based decomposition of the non-covalent interaction energies between WT and A392E and I261T mutant are in Figure 2. The decomposed interaction energies of binding predicted the A392E mutation A392E decreased the binding of PS999 to RdRp. The difference between the calculated $\Delta G$ of wild type and A392E is 3.6 kcal/mol, while the difference in value of $\Delta G$ in PS1036 WT and I261T is 2.3 kcal/mol. As shown in graph, A392E mutation perturbs the energy contribution of critical residues to the binding of PS999 to the RdRp.
The largest effect of the A392E mutation involves a considerable decrease on the intermolecular dispersive (ele vdw) interaction residues A221, A222, A224, I261 and P262 in comparison with WT complex. In particular, ΔG of WT complex and A392E are -2.8 and -1.4 kcal/mol, respectively, suggesting A392E mutation significantly decrease the dispersive interaction between A392 and PS999. Another remarkable difference observed in WT and A392E is the high electrostatic energy of residue R127 in case of A392E. The residue R127 of loop L1 is very flexible in nature as it has very high B-factor. It making HB with PS999 in WT complex but with less occupancy. This occupancy enhanced asymptotically, as the flexible nature of R127 is hindered by E392 in case of mutant. The terminal carboxylic group of E392 making strong HB with guanidium group of R127, locks R127 in such an orientation which increases the interaction of it with nitro group PS999. However, the overall non covalent interaction energies of WT and A392E are similar.

Table 3:

<table>
<thead>
<tr>
<th>System</th>
<th>ΔEexn</th>
<th>ΔEeo</th>
<th>ΔEcp</th>
<th>ΔEcr</th>
<th>P127</th>
<th>ΔGexn,cr</th>
<th>ΔGexn,cr</th>
<th>TΔS</th>
<th>ΔG</th>
<th>ΔΔG/ΔC</th>
<th>IC50/IC50a</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS999</td>
<td>-30.0±2.7</td>
<td>-18.6±5.2</td>
<td>24.3±5.5</td>
<td>-4.6±6.7</td>
<td>-28.8±3.1</td>
<td>5.7±5.2</td>
<td>-34.6±2.8</td>
<td>-18.4±2.5</td>
<td>-28.9</td>
<td>-10.5/9.8</td>
<td>0.02/0.06</td>
</tr>
<tr>
<td>I261E</td>
<td>-28.8±2.9</td>
<td>-17.9±4.3</td>
<td>21.8±4.8</td>
<td>-4.4±1.2</td>
<td>-25.2±3.3</td>
<td>5.9±3.9</td>
<td>-31.0±1.8</td>
<td>-18.3±2.1</td>
<td>-27.1</td>
<td>-5.9/8.1</td>
<td>0.2/1.0</td>
</tr>
<tr>
<td>PS999</td>
<td>-30.3±3.2</td>
<td>-20.2±2.3</td>
<td>22.9±5.1</td>
<td>-4.5±0.19</td>
<td>-26.6±2.8</td>
<td>2.9±3.2</td>
<td>-32.8±1.2</td>
<td>-18.3±2.8</td>
<td>-29.9</td>
<td>-6.9/8.1</td>
<td>0.2/1.0</td>
</tr>
<tr>
<td>PS1036</td>
<td>-27.4±2.9</td>
<td>-19.2±3.1</td>
<td>20.9±5.3</td>
<td>-4.2±0.8</td>
<td>-24.7±3.5</td>
<td>1.7±3.8</td>
<td>-31.4±2.3</td>
<td>-18.2±1.9</td>
<td>-29.2</td>
<td>-6.6</td>
<td>14.7</td>
</tr>
</tbody>
</table>

The experimental values of ΔGbind were calculated from experimental IC50 value by following relationship

ΔGbind = RT ln IC50
(R is the universal gas constant, T = 298K)

a- Calculated value
b- Experimental value
All the energies are in kcal/mol and all IC50 values are in micro molar.

Figure 6: Electrostatic potential map of the PS999-binding pocket of BVDV RdRp. A) PS999 in WT B) PS999 in A392E mutant (positive in blue; negative in red and neutral in white in color). The major notable difference on electrostatic map of PS999 is pointed with arrow in both cases, shown the effect of mutation A392E.

In case of PS1036 the major noticeable effect of mutation I261T was the change of Isoleucine to threonine, as a change from HpH to polar amino acid. The I261 is the one of the key residue contributing -4.6 kcal/mol in the stability of PS1036 into the binding pocket. In particular, there is a observable opening of binding site in case of I261T. Indeed, an opening of loop L1 is seen in I261T which is not observed in WT. Interestingly, we observed there is a considerable reduction in the VdW volume of T261 residue in Place of I261 in WT. Apart from
loss of HpH contacts with I261, there is other significant change observed in I261T in form of HB. In case of mutant I261T, PS1036 lost its both HB with residue P262 and N264, which was present in WT complex. The total energetic loss of $\Delta G$ in WT and I261T is 2.3 kcal/mol.

The loss of energies in mutant system is quite considerable, and the significant loss of overall stability of the system allows a conformational readjustment of the mutant protein binding site which, in turn, results in a loss of interaction between all residues lining the protein binding pocket and the compounds. But we didn’t found any substantial change in entropy, as it would be because the backbone of both the compounds, PS999 and PS1036 is highly hydrophobic, which perfectly compatible with the nature of binding site, and they bind in the same region.

One of the most important benchmark in this study, is the correspondence between the estimated free energies of binding and the experimental measured IC$_{50}$ values. Indeed, there is a good agreement between the trend exhibited by the IC$_{50}$ values reported in table2 and the corresponding biological activity determined for these two compounds in BVDV infected cell line. Although we obviously can not directly compare the computed binding free energy with the IC$_{50}$ values deriving from experiment, we can observe that, as in our previous experiences of our group, the rank of the compounds with respect to their activity towards its putative target, the RdRp of BVDV, is aptly maintained.

**Conclusion:**
Screening studies have come out with two new series of NNIs, Imidazoquinoline and Pyridozaquinolines as selective and potent inhibitors of BVDV RdRps.

Herein, we applied a combined experimental and molecular modeling strategy to explore the molecular basis of interaction of the PS999 and PS1036 with the BVDV RdRp. Based on the resistant mutations obtained for PS999 and PS1036, Binding site for these compounds, as also is in the case of 227G, were found to be located in the template entrance channel. Binding of different classes of compounds onto the same binding site made it a HOTSPOT for the binding of NNI of different classes in the BVDV RdRp.

Key residues playing pivotal role in binding of the NNIs were identified.

Metadynamics was used to identify alternate binding poses other than initial docking pose, as well as detailed undocking pathway was estimated in order to identify key events taking place during the dissociation process. Hypothesis regarding the mechanism of inhibition as well as the mechanism of resistance were put forth by performing extensive MD simulations.

Binding free energies of the NNI-BVDVRdRp complex were calculated which showed similar trend to the corresponding experimental IC50 values for both the complexes. This was an encouraging performance and validate the model of the binding site, given that all molecular modeling studies were performed in the absence of any available crystal structure of the protein in complex with lead compounds. Also, the adopted procedure was able to correctly predict drug binding affinities in the presence of mutated protein residues involved in drug resistance.
Reference:


Chapter 5

Identification of binding cavity for novel Non-Nucleoside inhibitors of HCV RdRp: A molecular docking study

Key-Abstract

The virus encoded RdRp has emerged as a prime target in the search for specific HCV antivirals. Identification and successes of NNI, which are non-competitive diverse small molecules, against other polymerase, have encouraged them to be used as effective antivirals against HCV RdRp. Screening studies have came out with compounds belonging to Pyridoquinoxaline(PS1097) Phenanthroline(PS1101) and Imidazoquinolines (PS1126), effective against HCV RdRp at a very low micromolar range. Information regarding the binding cavity of these compounds are still lacking. Herein, we have utilized docking procedure to investigate binding sites, binding modes as well as binding affinity of these compounds in HCV RdRp. To rule out any bias, each of the three reported HCV NS5B NNI binding site represented by (A) Benzofurans (B) N,N-disubstituted phenylalanine and (C) benzothiadiazine inhibitors was examined for the binding of the compounds. We then used all atom standard molecular dynamics (MD) simulations to investigate the most probable binding site for the compounds as in both the complexes, there was a dissociation in two out of the three cavities under investigation. Therefore, Identifying the binding cavities and orientation of our compounds can help us to build a microscopically well-funded picture to elucidate the mode of action of compounds and thereby providing clues for rational drug design.
Introduction

Hepatitis C virus (HCV) infection is a major cause of chronic liver disease worldwide[1,2]. Chronic hepatitis C (CHC) may lead to liver cirrhosis and hepatocellular carcinoma. Hepatitis C Virus infection is estimated to be four to five times more prevalent than HIV-1, with over 200 million cases globally, of which $4.1$ million infections exist in the United States alone. Despite its large medical and economical impact, there are no vaccines or efficient therapies without major side effects. The problems faced in HCV research are manifold. HCV undergoes rapid genetic evolution during replication, resulting in a vast mix of variants, thereby presenting additional challenge towards eradication of the virus in infected patients. Development of vaccines or broadly effective therapy for all genotypes of HCV have been severely hampered by the lack of appropriate experimental systems. The only animal that can reliably be infected with HCV is the chimpanzee, but ethical reasons, high costs, and the inherent difficulties in working with large animals severely limit their experimental utility. However, the greatest limitation for HCV research has been the lack of a cell culture system that supports the efficient and reliable propagation of the virus. Among limited options the most effective therapy which include Type I interferons (IFNs), IFNα and IFNβ, are crucial and potent components of the early host response against virus infection[3] and recombinant (pegylated) IFNα2a and IFNα2b are widely used for the treatment of CHC and chronic hepatitis B. The current standard treatment of CHC with pegylated IFNα (pegIFNα) and ribavirin leads to cure in about 50% of patients with side effects such as headache, fever, severe depression, myalgia, arthralgia and hemolytic anaemia. [4,5] The cause of treatment failure in the remaining half of the patients is poorly understood. Thus, there is an urgent need to develop improved therapeutic options to combat HCV infections.

The RNA-dependent RNA polymerase encoded by HCV, which is strictly required for viral replication, has been the focus of intense drug discovery activity as they are considered as significant targets for therapeutic intervention. Several reasons that makes HCV RdRp an excellent target for antiviral investigation include: 1)- Successes stories in targeting the polymerases from other viral systems such as human immunodeficiency virus (HIV); cytomegalovirus (CMV); herpes simplex virus (HSV);hepatitis B virus (HBV), coupled with recent advances in experimental systems for studying the HCV polymerase; 2)-The most promising antivirals target viral proteins or processes that are not endogenous to host cells. Close structural homologs of the HCV RNA-dependent RNA polymerase (RdRp) do not exist within the uninfected host cell and hence it makes it a interesting target for fighting HCV infection; 3)- extensive functional and structural characterization (The high-resolution three-dimensional crystal structures of the NS5B polymerase is available), not only make it lucrative target for combating HCV but also for further computer aided drug designing efforts.

In common with other polymerases, the structure of HCV RdRp is assimilated to that of right hand, consisting of palm, thumb and a finger domain. Two loops emanate from the thumb domain and stack against the finger domain. From a structural point of view, the de novo replication implies that the enzyme adopts at least two different conformations. The conformations more frequently seen in crystal structure correspond to the “closed” or the “active” state where the the loops extending from the finger domain are in contact with the thumb. Disruption of the fingertip-thumb domain forces the protein into a more “open” inactive conformation. Many of the polymerase inhibitor works by breaking the fingertip-thumb connection. From a biochemical point of view, the polymerase works in three stages: 1) initiation, 2) transition and 3) elongation phase. In theory, polymerase inhibitors could potentially target all these steps either by acting at one or several of them.

Polymerase inhibitors falls into two categories: Nucleoside and non Nucleoside inhibitors. Nucleoside analogue inhibitors (NI), discovered through the rational search for substrate analogues, target the active site of polymerase, either competing with natural NTP substrates and/or acting as “chain terminators”, or causing a mutational “error catastrophe” by being incorporated into the elongating nascent RNA molecule. NIs are often endowed with a broad-spectrum antiviral activity, due to the fact that, during evolution, RNA viruses have remained unchanged certain sequences of their RdRp, by virtue of the key role in the process of transcription and replication of viral genomes. This is the case, for example, of the 2'-methyl nucleosides capable of inhibiting the multiplication of RNA viruses belonging to different families. Various nucleoside analog inhibitors are widely used for the treatment of human immunodeficiency virus (HIV), hepatitis B virus (HBV), and herpes simplex virus (HSV). A nucleoside analog drug ribavirin (1-beta-D-ribofuranosyl-1, 2, 4-triazole-3-carboxamide), a purine-analog with broad-spectrum antiviral activity,[6] is used for the treatment
of HCV infected patients. Recently, some nucleoside and non-nucleoside analogs have been tested as the potent candidates of anti-HCV agents. However, the effectiveness of nucleoside analogues has been reported to be compromised due to the generation of resistant mutants and the adverse side-effect, necessitating the development of new inhibition targets and inhibitors of NS5B. Accordingly, the non-nucleoside inhibitors binding to allosteric sites distinct from the active site have begun to be identified through high throughput screening (HTS) and crystallographic analysis of the inhibitor–NS5B complex. NNI target the alloenzyme free of substrate and un-complexed with any other non-structural replicative proteins. They are inactive when the enzyme has entered the processive RNA elongation phase[7], which suggests that they target preferentially the initiation phase, by blocking the enzyme, thereby preventing conformational change needed for the polymerization.

Till date, four well documented NNI binding sites have been reported [8,9,10]. The derivatives of benzofuran and benzothiadiazine have been reported to bind to two out the four allosteric binding sites present in the palm domain (fig 1, site C and site D)|11,12]. Benzofuran compound HCV-796 has been shown to have significant antiviral effects in patients chronically infected with HCV[13,14]. In addition two series of compounds based on the thiophene and benzimidazole (fig 1) scaffolds have been reported to inhibit NS5B by binding to two different binding pockets in the thumb domain of NS5B(site A and site B) |15,16]. NNI’s have there own set backs including adverse side effects rapid selection of resistant virus mutant, or naturally occurring polymorphism in site “B” and “C”.[17,18]. This leads to an urgent need of applying several approaches like structure based drug designing, and chemical modifications|19-25| to increase the potency as well as to come up with new antivirals.

Here, we used enzyme based screening efforts to identify two compounds PS1097,PS1101 and PS1126 belonging to pyridoxoquinoxalines, phenanthrolines and imidazoquinolones class respectively, with high antiviral potency and selectivity against replication of HCV RdRp. Imidazoquinolines were first identified as compounds endowed with anti-viral activity in guinea pigs infected with HSV; they are now used as vaccine adjuvants to elicit effective anti-viral immune response. As far as we know, it is the first time that a direct antiviral activity of compounds belonging to the imidazoquinoline class against HCV RdRp is reported. Between these PS1097 seems to be highly selective for HCV. Most importantly PS1097 effectively reduced viral RNA with an IC_{50}~7.5μM in the cell-based HCV replicon system suggesting that it was able to access the perinuclear membrane and inhibit polymerase activity in the context of the HCV replicase complex. Having said this, in absence of knowledge regarding the binding cavities as well the mechanism of inhibition, extensive molecular modelling studies, ranging from rigorous molecular docking to long molecular dynamics simulations, were performed. In order to identify probable binding site of the compounds,in order to rule out any bias, extensive molecular docking studies were performed on all the four NNI binding sites known so far. Further , several bio-physical techniques were applied to investigate the binding affinities of the biologically relevant poses obtained from docking. Finally, hypothesis on the mechanism of inhibition for each compound was put forth.

**Experimental Data:**

<table>
<thead>
<tr>
<th>Comp</th>
<th>Anti-BVDV Activity (μM)</th>
<th>IC_{50}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC_{50}</td>
<td>EC_{50}</td>
</tr>
<tr>
<td>PS1126</td>
<td>&gt;100</td>
<td>5.8</td>
</tr>
<tr>
<td>PS1097</td>
<td>&gt;100</td>
<td>6</td>
</tr>
<tr>
<td>PS1101</td>
<td>63</td>
<td>9</td>
</tr>
</tbody>
</table>
Computational Recipe:

Receptors
Since we were clueless regarding the binding site of the three classes of inhibitors viz. PS1097(pyridoxoquinoxalines), PS1101(Phenanthrolines) and PS1126(Imidazoquinolines), we started off by making a catalog of all the available x ray structures of nearly all HCV RdRoo-NNI complexes present in Protein Data Bank[26]. Our idea was to categorize the existing NNIs on the basis of the four known NNI-binding site(fig 1). This was done in order to identify key determinants viz, residue involved in Hydrogen Bonding(HB ) with the inhibitors and those making favorable HpH interaction , for each of the four site.

Compounds belonging to N,N-disubstituted phenylalanine,[27,28], thiophene,[29,30], thiazol-one [31,32] dihydropyrones,[33,34]and acyl pyrrolidine [35,36] molecular scaffolds occupy a common binding site in the thumb subdomain (~35Å from the polymerase active site), denoted by site 'B' in fig1. Likewise, compounds belonging to benzothiadiazine analogues,[37,38] and acyl pyrrolidine analogues[39,40], benzylidene analogues [41,42] acrylic acid derivatives,[44] and proline sulfonamide analogues[43] bind in a cavity 10 Å away from the catalytic site in the palm domain.

A third class of compounds consists of indole-derived NNIs [45,46] that were reported to bind to an allosteric pocket in the thumb domain, close in space but clearly distinct (Figure 1) from site B. this allosteric site has been depicted as site A in fig1. Lastly, compounds belonging to class benzofuran have an affinity for a cavity present in the palm domain depicted as site D in fig 1.

With the extracted information from the reported PDB’s of crystallized ligands corresponding to the key residues of each binding site, we performed subsequent molecular docking simulations, and ligand based alignments to locate the proper position of our newly reported compounds in each of the four binding site. The X ray crystal structure used in this study is 1NB4.

Complexes.

Docking. Autodock 4 was used for all docking calculations[48]. The AutoDockTools (ADT) package was employed to generate the docking input files and analyze the docking results. The binding site of these three class of compounds (Imidazoquinoline; Pyridoxoquinoline, Phenanthroline) have not been reported. In the absence of literature data for the binding of these class of compounds, we performed molecular docking in all four binding sites taking carbon α atom of the respective resistant mutant P495, 423, 414, and C316 for binding site A, B, C and D respectively as a grid center, for each compounds. The interaction pattern and key residues of crystallized ligand (table1), which correspond to the binding site A, B, C, and D were used for the identification of proper orientation of our compounds into the four different binding site. Two different grid boxes, one for each binding site, were centered on the average mass center of the ligands. Thus, a grid box of 91 × 91 × 86 points and a grid spacing of 0.375Å was set in order to accommodate the NNIs that bind on to the site A and B of NS5B polymerase. The second grid box (spacing, 0.375Å) of 62 X 75 X 75 points was implemented for more buried cavity, in such a way to accommodate the NNIs that bind the site C and D of NS5B. The grid maps were generated for each atom probe, describing its interactions with the compounds. Autogrid 4, as implemented in the Autodock software package, was used to generate grid maps. The Lamarckian genetic algorithm (LGA)[48] was employed to generate orientations or conformations of the ligands within the binding site. The global optimization started with a population of 150 randomly positioned individuals, a maximum of 2.5 × 10⁸ energy evaluations, and a maximum of 27,0000 generations, as mentioned the protocol for blind docking. A total of 200 runs was performed, while all the remaining run parameters were maintained at their default settings. A cluster analysis was carried out using 2 Å as the root-mean-square deviation tolerance. Docking experiments were also tried using a single grid box comprising the two binding sites. Although Autodock performed quite well in selectively positioning the ligands in the right pockets, the results in term of root-mean-square-deviation (rmsd) values were not fully satisfying. This is likely due to the fact that with only 100 runs such a large region is not sufficiently explored.
Assessment of Docking:
Redocking. Further refinement of docking was performed, aiming to check out the more realistically binding mode conformations of compounds with no experimental data. The choice of the best conformation was based on the assumption that, only the first ranked docked conformation should be considered (that is, the conformer characterized by the lowest estimated free energy of binding)[49,50] in other cases, the lowest energy conformer of the most populated cluster should also be taken into account. We applied the second protocol for investigation of binding mode of newly identified potent lead of different class of compounds.

MD Simulation: The protocol to run MD simulations is the same as mentioned in chapter 1.

MM-PBSA: The single trajectory approach [62,63] was used on 200 snapshots extracted from the MD dynamics of the RdRp-227G complexes extracted to perform binding free energy calculation. According to the MM-PBSA method[64,65] binding free energy ($G_{\text{bind}}$) of each system could be conceptually summarized as follows:

\[
G_{\text{bind}} = G_{\text{com}} - G_{\text{rec}} - G_{\text{lig}} 
\]

in which:

\[
G = \Delta E_{\text{MM}} + \Delta G_{\text{solv}} - T S 
\]

\[
\Delta E_{\text{MM}} = \Delta E_{\text{bond}} + \Delta E_{\text{angle}} + \Delta E_{\text{torsion}} + \Delta E_{\text{vdw}} + \Delta E_{\text{EEL}} 
\]

\[
\Delta G_{\text{solv}} = \Delta G_{\text{PB}} + \Delta G_{\text{SA}} 
\]

\[
\Delta G_{\text{SA}} = \gamma S A + b 
\]

$G_{\text{com}}$, $G_{\text{rec}}$, and $G_{\text{lig}}$ are the free energy for the complex, receptor, and ligand (inhibitor), respectively. Each term is calculated by averaging the energy of molecular mechanics ($\Delta E_{\text{MM}}$), the solvation free energy ($\Delta G_{\text{solv}}$), and the vibrational entropy term (T S) as in (2). $\Delta E_{\text{MM}}$ (3) denotes the average molecular mechanics energy contributed by bonded ($E_{\text{bond}}$, $E_{\text{angle}}$, and $E_{\text{torsion}}$) and nonbonded ($E_{\text{vdw}}$ and $E_{\text{EEL}}$) terms. The nonbonded contribution of the binding pockets were further evaluated on a residue basis using MM-PBSA.

$\Delta G_{\text{solv}}$ (4) is the solvation free energy calculated by summing polar ($\Delta G_{\text{PB}}$, evaluated using the Poisson-Boltzmann equation) and nonpolar ($\Delta G_{\text{SA}}$, proportional to the surface area, 3) terms. $\Delta G_{\text{PB}}$ was calculated using the DELPHI[65,66] package, with low dielectric medium for solute ($\varepsilon=1$) and high dielectric medium for solvent ($\varepsilon=80$). Atomic radii were taken from PARSE [64] with an additional value of 1.9 Å for phosphorus[67], while partial charges on solute were taken from the Amber 9 force field, the same used to perform MD simulations. An 80% boxfill lattice with grid spacing 0.5 grid/Å was applied, and 10,000 linear iteration steps were required to obtain energy convergence. The nonpolar contribution to solvation free energy was determined from equation [66], where the surface area was calculated using molsurf, and $\gamma$ and $b$ are 0.00542 kcal/mol Å$^2$ and 0.92 kcal/mol, respectively [64]. The solvent probe radius was set to 1.4 Å. Residues within 25 Å from the mass center of ligand were used for PBSA calculation (this included the ligand and water molecules (5 Å from the drug)[69].

The solute entropy contribution ($\cdot T S$) was estimated by normal-mode analysis [1] using the nmode module of AMBER 9.0. Before normal-mode analysis each of the complex, receptor, and ligand structures were optimized in the absence of explicit solvent and using a distance dependent dielectric constant of $\varepsilon = 4r$ (where $r$ is the interatomic distance), to mimic solvent screening [68] until the convergence criteria of 0.0001 kcal/mol Å was achieved. Normal mode calculation is extremely time-consuming and computationally expensive for a large system; therefore, only residues within 10 Å from the mass center of inhibitor (including water molecules and ions) were used here [69]. As discussed in [70] and [71] the differences in the calculated entropy value is quite small for different conformations, and normal-mode analysis calculation usually gave an inaccurate estimation for solute entropies, thus giving merely qualitative estimates of the solute entropy.[72] Therefore, our calculation was only based on the average entropy value obtained from 100 snapshots taken from the MD trajectories of the extracted minima.
Results

Docking analysis:

As already discussed in M&M, in order to rule out any bias, extensive docking protocol was done on all the Allosteric sites for NNI binding site A indole and benzimidazole[45], site B(dihydropyranone[33], thiophene carboxylic acids[27,20], cyclopentylethyl-phenoxy acrylic acids[42], site C benzothiadiazines[38], reversible arylsulfonyl rhodanines[39] and Site D[13,14,15] known till date [Fig-1]. In the absence of knowledge regarding the binding cavities of our compounds PS1097, PS1101 and PS1126, a carefully constructed multi-point strategy was considered, in order to select the most biologically relevant binding pose, for all the four binding cavities, which were to be considered as starting structures for further MD runs. The selection of the most probable binding pose also depended on the interactions made with the resistant mutations of the specific sites as well as the key determinants we identified on analysis of various crystal structures and which were used to define each cavity.

Figure1. Ribbon representation of the overall structure of HCV NS5B polymerase in blue along with transparent surface view in white. Solid surface representations of four allosteric binding sites are also shown. The dark red colored surface corresponds to the thumb allosteric binding pocket of indole group "siteA"; the dark green colored surface corresponds to the 2nd thumb allosteric binding site "site B", the dark yellow colored surface corresponds to the allosteric binding site situated in the palm domain "site C" and the dark skyblue colored surface correspond to 2nd palm domain binding site "site D".
Each of the four cavity was defined with reported resistant mutations. It has been reported that for majority of the compounds binding to the allosteric 'A' site, P495L act as a resistant[52] (Dutartre et al., 2005), for site B the resistant mutation identified is M423T mutant for the compounds [18](Pauwels et al., 2007), for site C M414T and Y448H demonstrated a clear and universal resistance to the inhibitors binding to this site, while for site D C316Y is reported to inhibit the activity of the compounds.

Figure 2: Depicts the final docking conformations taken for each compound in each of the four binding site. Residues defining the cavity, as obtained by our analysis of X-ray structures are presented as licorice. It should be noted here that while in case of PS1126 we were able to get good clusters in all the four site, on the contrary, there docking was not successful for site D in case of PS1101 and PS1097.
Apart from following a normal procedure of picking up orientations on the basis of high population of conformers and low energy, we also did a thorough investigation of each conformer from the clusters obtained on the basis of their vicinity to the resistance mutations as well as the interactions made by the compounds with the key structural determinants of the binding cavity. Applying this strategy we came out with one conformer, for PS1126, in each site, while Docking failed to produce good clusters in case of site D for PS1101 and PS1097 (Fig. 2). Finally we started with three starting conformers each for compounds PS1101 and PS1126 in site A, B and C while 4 conformers for PS1126, which were found to be within attacking distance with the reported resistant mutations for respective sites.

**MD Analysis:**

For all three compounds, we launched 10MD simulation for cavity A, B, C and D. For compound PS1097, there was an early dissociation from the cavities A, B, and D, while the conformer we obtained in site C was found to be stable throughout the 20ns. Same way the compound PS1101 was also found stable up to 20ns in cavity C. While compound PS1126, starting structure of site D was stable while in the rest, there was an unbinding and movement of the compound away from the binding cavity. The survived launches were then considered for detailed analysis of the binding features, which are described in the following section.

**Compound1 (PS1126)**

PS1126 was found to bind in a cavity reported for binding of benzofuran (also known as “Hinge” inhibitor) compounds [11,12]. In contrast to the broad open surface exposed in the palm1 binding pocket is deep, narrow, and enclosed descending from the palm C binding site. NNI binding site in palm2 has unique structural features. The deep enclosure within the core of the conserved and highly structured palm domain, featuring narrow entry and exit portals. The cavity is predominantly hydrophobic in nature. Its an elongated and highly enclosed pocket present in the palm domain of HCV RdRp. It lies between primer grip motif (residue I363-N369) and beta sheets (residue P214-Y219, D319-G325). [15]. According to the data obtained by the x-ray crystallographic structure FQK[15], the pocket is formed by residues Gly557, Gly449, Gly554, Tyr448, Gln199, Val201, Leu204, Ile323, Leu314, Ser365, Phe203, Asp319, Asn316, Tyr195, Phe193, Val321, Arg200, Pro197, Leu360 and Ile363. Total interaction energy between PS1126 and the binding pocket was calculated as described in material and method. The total energy came out to be -32.6 kcal/mol. Fig. 3b summarizes the Total interaction energy contributions (favorable hydrophobic as well electrostatics interactions) between PS1126 and the Binding pocket. Major contribution to the stability of PS1126 in the pocket is provided by the VdW interactions (-25.1 kcal/mol) while the total electrostatic contributions are -7.1 kcal/mol.

![Figure 3](image-url)

**Figure 3**: Expanded view of interaction between key residues of binding cavity of PS1126. Snapshot taken from the average structure from the equilibrium of 20ns MD simulation. The Binding site residues are shown here using sticks representation (basic: blue, acidic: red, hydrophobic: white) while compounds are in ball and stick in cyan color. In panel (A) and (B) Interaction map and interaction energy of PS1126 Average ligand-residue interaction energies in kcal/mol over compound PS1126 for the residues that contribute most to the ligand-surfacing.
A strong network of HB was observed which stabilized PS1126 into the binding cavity. PS1126 accommodates itself in such a way that a HB with occupancy more than 70.4% exist throughout the simulation of 20ns with G192@N1. Likewise, another HB is formed between Ser556 and N2 atom of PS1126. Furthermore, another HB between Cys366 and N3 atom with occupancy more than 25% helps in locking the PS1126 into the binding cavity. The comparative analysis of the different crystal [15] structures of inhibitors binding to the binding cavity D showed that the residues Asn316 and Arg200 played crucial role in stabilizing the inhibitors. Analyses of the Residue wise contribution to the interaction energy showed that in our case, residue Asn316(-6.4 Kcal/mol) and Arg200(-4.3Kcal/mol), both present at entrance to the binding cavity, were major contributors to the total interaction energy. Further residues Ser556, Gly192, Asp319 and Tyr448 provide stability to PS1126 into the cavity by providing favorable HbP and electrostatic contacts as is listed in table 1.

**Arg200 as a trigger to the switch for opening of the otherwise buried cavity**

Site D inhibitors are often called as 'Hinge inhibitor' [8,22,52] as they bind to the palm domain and induce a hinge movement of the active site Arg200 side chain to generate a relatively small pocket where the inhibitor is accommodated. Based on this hypothesis, we performed a more in depth analysis of the local conformational changes taking place at the mouth of the cavity, which may lead to the opening and eventually creation of a pocket wherein PS1126 gets accommodated.

Deep investigation of the MD simulation of the Apo system revealed that three residues Arg200 (conserved core of palm domain), Cys366 (primer grip) and Asn316 (beta sheet of GDD motif) lying at the mouth of the cavity, interact with each other and act as a “gate” for the opening of the buried cavity. Arg200 interact with the Asn316 making strong HB with occupancy more than 80%(ADL 2.0 A), thereby closing the entrance to the cavity, as can be seen in Fig??. The residues undergo conformational changes, including breaking of HB between Arg200 and Asn316, allowing passage for entry of PS1126 into the cavity. (FIG).

In order to further explore events which lead to the opening of the buried cavity C, we superimposed average structures of the Apo, complex system and crystal structure. Interestingly, our computational simulations indicated that Arg200 and Cys366, underwent significant conformational changes upon PS1126 binding. We observed that side chain of Arg200 in crystal structure completely hindered the entry to the binding pocket while the average structure of complex showed a complete deviation of the side chain away from the cavity.

### Table 1 Interaction Energy of key residues in PS1126-RdRp complex (Kcal/mol)

<table>
<thead>
<tr>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phe193</td>
<td>-0.5(±0.3)</td>
<td>-2.4(±0.8)</td>
<td>-2.9(±0.9)</td>
</tr>
<tr>
<td>Arg200</td>
<td>1.5(±2.1)</td>
<td>-6.0(±1.0)</td>
<td>-4.3(±2.4)</td>
</tr>
<tr>
<td>Leu204</td>
<td>-3.4(±0.4)</td>
<td>-2.0(±0.5)</td>
<td>-2.3(±0.6)</td>
</tr>
<tr>
<td>Leu314</td>
<td>0.7(±0.2)</td>
<td>-3.3(±0.5)</td>
<td>-2.6(±0.6)</td>
</tr>
<tr>
<td>Asn316</td>
<td>-2.4(±1.2)</td>
<td>-4.1(±0.7)</td>
<td>-6.4(±1.2)</td>
</tr>
<tr>
<td>Asp318</td>
<td>-2.0(±0.5)</td>
<td>0.2(±0.0)</td>
<td>-2.1(±0.7)</td>
</tr>
<tr>
<td>Asp319</td>
<td>-3.1(±1.4)</td>
<td>-2.0(±0.6)</td>
<td>-5.0(±1.5)</td>
</tr>
<tr>
<td>Val321</td>
<td>-0.3(±0.2)</td>
<td>-1.1(±0.4)</td>
<td>-1.4(±0.5)</td>
</tr>
<tr>
<td>Ser365</td>
<td>-0.8(±2.2)</td>
<td>-2.0(±0.5)</td>
<td>-2.0(±2.1)</td>
</tr>
<tr>
<td>Ser366</td>
<td>-0.7(±0.6)</td>
<td>-2.8(±0.7)</td>
<td>-3.5(±1.0)</td>
</tr>
<tr>
<td>Tyr448</td>
<td>-0.17(±0.1)</td>
<td>-3.1(±0.7)</td>
<td>-3.2(±1.1)</td>
</tr>
</tbody>
</table>
Figure 4: In the panel one, the three key residues Arg200, Asn316 and Cys366 shown in stick. The arrangement of these residues, “hinge”, with the spiral ring represent the HB between Arg200 and Asn316, which opens in presence of PS1126. In the panel two, the possible population states for torsions of residue Arg200. The atoms forming ramachandran torsions ($\Phi$, $\Psi$) are: $\Phi$ torsion are: CB-CG-CD-NE; and $\Psi$ torsion are: CG-CD-NE-CZ. The Ramachandran dihedral illustrating the change in the side chain dihedral angles upon ligand binding. In panel (C) for $\Phi$ torsion (Apo) [-80: -25], [30:120] and [150:225] and for complex [-100: -40], [130:225]. In panel (D) $\Psi$ torsion are [-180:-50] for Apo and for complex [150:250]. The panel C is the population states of Cys366 in presence of ligand. The distribution for Apo are [-100: -40], [50:110] and [150:215], while for complex [-100: -40] and [160:230].
With the above analysis, we inferred that the residue Arg200 and Cys366 act as gate for the entry of PS1126 into the otherwise buried cavity. Interaction of these residues with PS1126 throws them into an open confirmation providing a clear passage of the inhibitor into the binding cavity.

further, we also observed a different dihedral transition between the Apo and the complex structure as shown in fig. In the Apo system dihedral CB-CG-CD-NE of the Arg200 side chain showed three phase distribution, exploring one conformation more than the other two, indicating more freedom of movement in the APO state. However, on binding of PS1126 the side chain was induced into a more favorable orientation to accommodate the subsequent binding of PS1126. The difference in the conformations explored by the side chain of Arg200 was more pronounced in dihedral CG-CD-NE-CZ, wherein, the side chain in case of Apo occupied an altogether different conformation space as compared to the complex systems. All these, study supported the view that entry of PS1126 induced a reorientation of the side chain of Arg200 into a more open state. Furthermore, visual inspection of the trajectory indicated that another major reorientation took place in the Cys366 residue of the primer grip. The side chain of Cys366 exhibited three kinds of orientation during the MD simulation for the free enzyme while a biphatic behavior was exhibited in the complex indicating a more restricted movement favorable for the binding of PS1126.

PS1101
PS1101 was found to be stable in Site C, which is located in the core of the polymerase in proximity to the enzyme active site and at the interface between thumb and palm domains. PS1101 is surrounded by several sequentially disparate and important features of the polymerase. The cavity is flanked by primer grip (363 to 369) or the motif ‘E’, that links the palm and the thumb domains, the C-terminal tail that protrudes towards and into the catalytic core, the β flap (442 to 452) and the active site GDD (317, 318, 319) motif. The cavity is primarily hydrophobic in nature. Residues lining the cavity include Phe193, Ser196, Pro197, Arg200, Asn316, Asp318, Asp319, Met414, Tyr448, Phe551, Ala553 and Tyr555.

Figure 5: Expanded view of interaction between key residues of binding cavity of PS1097, PS1101 and PS1126. Snapshot taken from the average structure from the equilibrium of 20ns MD simulation. The Binding site residues are shown here using sticks representation (basic: blue, acidic: red, hydrophobic: white) while compounds are in ball and stick in cyan color. In panel (A) and (B) interaction map and interaction energy of PS1097; panel (C) and (D) interaction map and interaction energy of PS1101 and panel (E) and (F) are interaction map and interaction energy of PS1126. Average ligand-residue interaction energies in kcal/mol over compound PS1097, PS1101 and PS1126 for the residues that contribute most to the ligand-surrounding.
<table>
<thead>
<tr>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phe193</td>
<td>1.9(±0.4)</td>
<td>-4.0(±0.6)</td>
<td>-2.0(±0.6)</td>
</tr>
<tr>
<td>Ser196</td>
<td>-1.0(±1.0)</td>
<td>-1.3(±0.5)</td>
<td>-2.1(±1.0)</td>
</tr>
<tr>
<td>Pro197</td>
<td>-0.2(±0.2)</td>
<td>-2.0(±0.4)</td>
<td>-2.0(±0.4)</td>
</tr>
<tr>
<td>Arg200</td>
<td>-4.5(±2.4)</td>
<td>-3.5(±0.7)</td>
<td>-8.1(±2.6)</td>
</tr>
<tr>
<td>Asn316</td>
<td>-1.4(±1.2)</td>
<td>-1.5(±0.4)</td>
<td>-3.0(±1.2)</td>
</tr>
<tr>
<td>Asp318</td>
<td>-1.9(±0.6)</td>
<td>-0.1(±0.1)</td>
<td>-2.0(±0.7)</td>
</tr>
<tr>
<td>Asp319</td>
<td>-2.0(±0.7)</td>
<td>-0.1(±0.0)</td>
<td>-2.1(±0.7)</td>
</tr>
<tr>
<td>Tyr448</td>
<td>0.3(±0.8)</td>
<td>-8.0(±0.8)</td>
<td>-8.0(±1.2)</td>
</tr>
<tr>
<td>Phe551</td>
<td>-0.6(±0.5)</td>
<td>-3.0(±0.7)</td>
<td>-3.3(±0.7)</td>
</tr>
<tr>
<td>Ala553</td>
<td>-1.0(±0.4)</td>
<td>-0.4(±0.4)</td>
<td>-1.4(±)</td>
</tr>
<tr>
<td>Tyr555</td>
<td>-0.3(±0.3)</td>
<td>-1.5(±0.4)</td>
<td>-2.0(±0.5)</td>
</tr>
</tbody>
</table>

**Table2**: Interaction Energy of key residues in PS1101-RdRp complex (Kcal/mol)

PS1101 stabilities itself into the cavity by making a strong hydrogen bond with the N3@ PS1101 and HD@Cys316. The HB persist throughout the 20 ns simulation with an occupancy of more than 65% with average dynamic length ~2.8Å. Owing to the highly hydrophobic nature of the cavity the major contribution to the total interaction energy (~34Kcal/mol) is provided by the hydrophobic interactions (~25.0 kcal/mol). The residue wise contribution to the energy is listed in table2. Residue Tyr448 belonging to the β hairpin loop makes maximum hydrophobic interaction (~7.9 kcal/mol) with PS1101. In depth analysis of the trajectory revealed that a strong π-π stacking exist between the phenyl ring of Tyr448 and PS1101 throughout the simulation thereby providing additional stability to PS1101 into the binding cavity. Additionally, Arg200 provides further support to PS1101 into the binding cavity by contributing favorably to the TOT interaction energy (~8.1kcal/mol). Other residues which contribute to stabilize PS1101 into the cavity include Cys366 (primer grip), Phe193 and Pro197 (palm domain). Fig(5).
**PS1097**

PS1097 accommodated itself in cavity which can be characterized as an extended Site C. The wall of the binding cavity include residue from the palm and the thumb domain. The cavity is overlapping but more buried with the one of PS1101. Predominantly, the major interactions occur between PS1097 and the the residues of Beta hairpin loop, inner core of the thumb domain and the primer grip.

![Figure 6](image)

Figure 6: Expanded view of interaction between key residues of binding cavity of PS1097, PS1101 and PS1126. Snapshot taken from the average structure from the equilibrium of 20ns MD simulation. The Binding site residues are shown here using sticks representation(basic:blue, acidic:red, hydrophobic:white) while compounds are in ball and stick in cyan color. In panel (A) and (B) interaction map and interaction energy of PS1097; panel (C) and (D) Interaction map and interaction energy of PS1101 and panel (E) and (F) are interaction map and interaction energy of PS1126. Average ligand-residue interaction energies in kcal/mol over compound PS1097, PS1101 and PS1126 for the residues that contribute most to the ligand -surrounding.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Ele</th>
<th>VdW</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arg386</td>
<td>-9.9±1.5</td>
<td>-1.7±0.4</td>
<td>-11.7±1.7</td>
</tr>
<tr>
<td>Thr390</td>
<td>-1.7±0.6</td>
<td>-1.1±0.3</td>
<td>-2.8±0.7</td>
</tr>
<tr>
<td>Pro391</td>
<td>-1.6±0.4</td>
<td>-2.3±0.5</td>
<td>-4.1±0.7</td>
</tr>
<tr>
<td>Glu398</td>
<td>-5.4±1.0</td>
<td>-0.2±0.1</td>
<td>-5.5±1.1</td>
</tr>
<tr>
<td>Ser407</td>
<td>-2.0±0.8</td>
<td>-1.6±0.4</td>
<td>-3.5±1.3</td>
</tr>
<tr>
<td>Asn411</td>
<td>2.7±1.2</td>
<td>-4.4±0.8</td>
<td>-2.0±1.3</td>
</tr>
<tr>
<td>Met414</td>
<td>-0.1±0.3</td>
<td>-4.1±0.6</td>
<td>-4.2±0.6</td>
</tr>
<tr>
<td>Tyr415</td>
<td>1.6±0.3</td>
<td>-3.0±0.4</td>
<td>-1.2±0.4</td>
</tr>
<tr>
<td>Gln446</td>
<td>-1.2±0.8</td>
<td>-0.5±0.1</td>
<td>-2.0±0.8</td>
</tr>
<tr>
<td>Ile447</td>
<td>-2.4±0.5</td>
<td>-2.0±0.3</td>
<td>-4.0±0.8</td>
</tr>
<tr>
<td>Tyr448</td>
<td>-2.9±1.0</td>
<td>-2.3±0.7</td>
<td>-5.2±1.0</td>
</tr>
</tbody>
</table>

Table 3: Interaction Energy of key residues in PS1097-RdRp complex (Kcal/mol)
PS1097 is located in the cavity in such a way that a strong HB (Hydrogen Bond) is formed between O atom of PS1097 and Tyr448 of the β hairpin. The HB persist throughout the 20ns of simulation with an occupancy of more than 80%. Detailed study on crystal structures (2GIQ, 3CO9, 2QE2) of different classes of compounds binding to the the cavity C exhibited that in majority of the cases HB between the inhibitors with Tyr448 was very common. This showed that, in the absence of the experimental data indicating the binding cavity of the pyridoquinoxaline compounds, the binding orientation, we obtained from our computational methodologies were coinciding well with the already published crystal structures. To quantify the energetic contribution of binding site residues we performed interaction energy analysis. we observed the total interaction energy between PS1097 and the binding pocket of PS1097, came out to be 48 kcal/mol. In PS1097-HCV RdRp system, both electrostatic(-23.3 kcal/mol) and VdW(-24.5 kcal/mol) contributed all most equally to the total interaction energy. Major contributors of the hydrophobic contacts(HpH) are from residues Asn411, Met414, Pro391, Tyr448 and Tyr415 while residues Arg386, Tyr448, Ile447 and Glu398 provided strong electrostatic interaction crucial for the stability of the PS1097 in the binding pocket. (Table3, Fig 6)

1) Mechanism of Inhibition:
In case of HCV RdRp the active site is encircled by a β hairpin loop (A442-Y452) and the C-terminus (L545-H562) which fold into the cavity.[53,54]. Due to the strategic positioning of the β loop as well as the C-terminus region at the Exit site, it is inactive that in inactive state, both the β loop and the C-terminus blocks the channel required for the double stranded RNA product to exit the polymerase. [55](Butcher, S. J.;Nature 2001, 410, 235-240.) literature study have indicated that these regions may be involved in template binding or they may act as a scaffold for the initiation complex. In order to give passage to the newly formed double stranded RNA product, it is mandatory for the beta hairpin as well as C-terminal region to undergo local conformational changes giving way for the exit to the polymerization product.

1.1) Mechanism of Inhibition of PS1101:
PS1101 binds in the cavity in such a way that it makes strong interactions with the residues of most important features of HCV RdRp viz: the primer grip, beta hairpin loop, C-terminal, and the GDD motif. This opens up myraid ways of mechanism of inhibition of HCV Polymerase by PS1101. Ps1101 strongly interacts with the Beta hairpin loop as well the Cterminal residue, thereby it may restrict the movement of the Beta loop as well Cterminal which are necessary to give passage for the exit of the newly formed RNA double strand. We observed that binding of PS101 blocked the exit channel of the HCV RdRp which can be clearly seen in fig?.. Hence it could meddle with the exit of the polymerization product.

furthermore, since PS1101 interacts with GDD motif it is more likely that it could interfere with the active site or may compete with the nucleotide binding which may eventually result into freezing of the enzyme into its RNA synthesis initiation conformation when the first phosphodiester bond formation occurs.[56](stephane betzi et al;2009;antiviral research)

1.2)- Mechanism of Inhibition of PS1097:
As is the case with some of the inhibitors of different classes[18](2AX1) binding to site C PS1097 was found to bind approx 10 Ang away from the GDD motif , making it more unlikely to interfere with the active site or compete with the nucleotide binding. PS1097 was found to be sandwiched between the β hairpin loop and residues belonging to the inner core of thumb domain. PS1101 is stabilised in the cavity by making favorable interaction with residues Glu446 and Met447(fig?) and also a strong HB with Tyr 448. All the former mentioned residues are located in the beta hairpin loop, which in turn is located next to the active site and is thought to be involved in de-novo initiation[25]

We propose a two point hypothesis regarding the mechanism of inhibition of HCV RdRp due to PS1097.
1)-Strong interactions between the PS1097 and β-hairpin loop tends to restrict the latter. This could freeze any conformational change in the thumb domain which is required to bind to the template or form the platform for the initiation complex.
2) PS1097 binds in the channel needed for the exit of the neo-synthesized dsRNA. Thus binding of PS1097 not only blocks the exit but also hampers the local conformational change required in β hairpin loop by limiting its flexibility.
**Figure 7:** Key structure playing crucial role in polymerization. These five structurally and functionally important regions shown as β hairpin in brown, C-terminal in blue, inner core of thumb domain in green, primer-grip in yellow, and catalytic triad, red in color. The compounds PS1097 (sky blue), PS1101 (mauve), and PS1126 (yellow) in wireframe into their specific binding mode in their binding site. The resistance mutation of these corresponding residues are shown in stick (res-type).
1.3) Mechanism of Inhibition of PS1126:
A detailed analysis of the interaction pattern exhibited by PS1126 showed that the inhibitory effect may have many origins. Literature studies have put forth that site C inhibitors which interact with the β hairpin loop may reduce the flexibility of the β hairpin and eventually of the thumb domain which is crucial for template binding.[25]. In our case, PS1126 accommodates itself in such a way that it makes favorable interaction with Tyr448 belonging to the β hairpin loop. The interactions with the β hairpin loop may result in loss of conformational changes of thumb domain needed for a more concerted movement between the thumb and the finger domain essential for template translocation.

Furthermore, PS1126 interacts with the primer grip by making favorable interactions with Ser365 region. This makes it more likely that the binding of the primer grip could effect the binding of the substrate at the active site or primer binding via stearic hindrance.

Literature study have indicated that compound HCV-796 may inhibit the HCV RdRp either by preventing incorporation of nucleotides or may impair the ability of the enzyme to discriminate between ssRNA and dsRNA[57]. PS1126 also interacts with residue Asp319 belonging to the GDD motif of the palm domain, this indicates that the inhibitor works by either hampering the incorporation of nucleotide or the formation of ternary complex itself.

Table 4: Comparison of Calculated and Experimental Binding Affinities.

<table>
<thead>
<tr>
<th></th>
<th>PS1097</th>
<th>PS1101</th>
<th>PS1126</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔEEL</td>
<td>-36.0(±1.9)</td>
<td>-42.9(±2.7)</td>
<td>-19.8</td>
</tr>
<tr>
<td>ΔEVDW</td>
<td>-52.17(±2.9)</td>
<td>-39.9(±1.8)</td>
<td>-25.9</td>
</tr>
<tr>
<td>ΔGF</td>
<td>24.1(±2.7)</td>
<td>13.7(±3.2)</td>
<td>1.5</td>
</tr>
<tr>
<td>ΔGP</td>
<td>-5.8(±1.2)</td>
<td>-5.6(±0.9)</td>
<td>-4.7</td>
</tr>
<tr>
<td>PB tot</td>
<td>-33.9(±3.1)</td>
<td>-29.8(±3.4)</td>
<td>-30.1</td>
</tr>
<tr>
<td>ΔGF+PB</td>
<td>-11.9(±3.9)</td>
<td>-29.2(±2.6)</td>
<td>-18.3</td>
</tr>
<tr>
<td>ΔGvdw/N</td>
<td>-57.9(±4.7)</td>
<td>-45.6(±3.8)</td>
<td>-30.6</td>
</tr>
<tr>
<td>ΔS solute</td>
<td>-18.9(±2.3)</td>
<td>-17.6(±1.8)</td>
<td>-21.6(±2.1)</td>
</tr>
<tr>
<td>ΔH</td>
<td>-69.8</td>
<td>-74.8</td>
<td>0.3</td>
</tr>
<tr>
<td>ΔGa</td>
<td>-11.6</td>
<td>-10.2</td>
<td>-8.5</td>
</tr>
<tr>
<td>ΔGb</td>
<td>-8.8</td>
<td>-8.1</td>
<td>-7.7</td>
</tr>
<tr>
<td>IC50d</td>
<td>0.04</td>
<td>1.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 4: The experimental values of ΔGbind were calculated from experimental IC50 value by following relationship

ΔGbind = RT ln IC50

(R is the universal gas constant, T = 298K)
a- Calculated value
b- Experimental value
c- not available
d- experimental IC50 value in μmolar

All the energies are in kcal/mol and all IC50 values are in micro molar.
Slight deviation in the binding affinity were reasonable given the approximations that were made in the simulations as the conformational change in the ligand and/or receptor binding were neglected because of our use of a single trajectory in the bound and the unbound state.

Table 4 also displays binding free energy components that help us understand the dominant ligand structural determinants of the magnitude dependence of binding. The ‘gas phase’ van der waal energies were found to be the most important in complex formation in all the three inhibitor-complex systems and their values are -37.5 kcal/mol, -35.6 kcal/mol and -39.6 kcal/mol in case of PS1097, PS1101 and PS1126 respectively. The ‘gas phase’ electrostatic energies are -20.5 kcal/mol, -9.5 kcal/mol and -24.3 kcal/mol for the binding of PS1097, PS1101 and PS1126 respectively. The non-polar solvation free energy favors the complex formation, which contributes -3.5 kcal/mol, -2.9 kcal/mol and -3.8 kcal/mol for the case of PS1097, PS1101 and PS1126 respectively.

The stability of the structure in the simulations and the close reproduction of the experimental binding mode for all the three compounds PS1101, PS1097 and PS1126 suggest that it is reasonable to use the simulation data for further analysis. The binding free energy calculated were compared using the MMPBSA approach are compared with the experimental free energies of binding (absolute affinities, Table 1). The calculations predict that binding affinities of PS1101, PS1097 and PS1126 are -12.2 kcal/mol, -11.6 kcal/mol and -11.5 kcal/mol respectively. It is noteworthy that the MMPBSA predicted binding free energies were found to be in good agreement with the experimental data where the experimental binding affinity for the PS1101, PS1097 and PS1126 were found to be -8.1 kcal/mol, -8.8 kcal/mol and -7.7 kcal/mol respectively.

Table 4 reports contribution of the hydrophobic/apolar and electrostatic interactions to the substrate-binding free energy. We found that the predicted binding free energy is dominated by the magnitude of the apolar contribution (delGvdw + delGnp). Due to the result of highly unfavorable electrostatic solvation energy in Table 1(delGpb, 26.1, 24.2 and 33.6 kcal/mol), the contribution of electrostatic interactions to the solvation free energy (delGsolv) is unfavorable for three inhibitor-protein complexes (Table 2). Table 2 examine the total binding free energy contribution in terms of components dominate by distinct apolar/hydrophobic and electrostatic terms in the inhibitor-substrate interactions and solvation terms. The two component extracted in Table 2 underscore the fact that the polar/hydrophobic contribution dominate the binding free energy of our three inhibitors in their respective binding pockets. The present binding free energy results confirm that their binding affinities are determined by apolar/hydrophobic terms rather than polar interactions with the binding-site residues.
Conclusion:

Here, we have reported, for the first time, three compounds PS1097, PS1101, and PS1126 belonging to three different classes viz; Phenonthrolines, pyridoxoquinaxalines, and imidazoquinilines active against HCV RdRp at a very low micromolar range.

Extensive In silico study helped us to identify putative Binding cavity of the compounds belonging to Pyridoxoquinaxaline, Imidazoquinaxaline, and phenonthrolines scaffolds. This was an encouraging performance, given that all molecular modeling studies were performed in the absence of any available crystal structure of the protein in complex with these classes of inhibitors.

Key binding pattern of the compounds in the cavity were identified with an aim of further optimisation of the lead compounds in order to increase their potency.

Also, the adopted procedure was used to predict drug binding affinities between the inhibitors and HCV RdRp. The Calculated binding free energies were found to be in agreement with the experimental data. Furthermore, we were successful in throwing light on the probable mechanism of inhibition of the three compounds reported in this paper.

In conclusion, our hierarchical molecular modeling procedure achieved a high reliability, thus constituting an attractive strategy in drug lead exploration. From this point of view, the presented results might provide useful hints in guiding the rational design more selective and potent compounds against HCV RdRp.
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VI
CONCLUSION
Aim of this work is to use and exploit the advances being made in biophysical techniques relating to de novo drug designing in order to understand the molecular recognition process with respect to protein ligand system. In a nutshell, identification of novel binding site, estimation of protein-ligand binding affinities, exploring the changes in protein dynamics on ligand binding, throwing light on probable mechanism of inhibition and resistance, identifying principal interactions in a protein ligand system; all this with an aim to provide clues for further optimization of affinity and for the design of inhibitors that are less susceptible to the mutations; have been the major outcome of this thesis.

At the heart of this thesis lies the basic problem of development of new, effective antiviral compounds for combating debilitating human (HCV) and animal pathogen (BVDV) which is of paramount importance due to the huge life and economic loses caused by these viruses. The major part of my thesis focuses on NNIs (newly synthesized and biologically potent) which bind to BVDV and HCV RdRp. The compounds belonging to classes Benzimidazole, Imidazoquinoline, Pyridoxoquinoline and Phenathroline are used as a ligands against BVDV and HCV RdRp to understand protein-ligand recognition.

Herein, we have employed an arsenal of computational techniques to understand the molecular basis of interaction of NNIs against BVDV and HCV RdRp.

**Project1) (HCV-vs-BVDV)**

To the best of our knowledge, we, for the first time identified a benzimidazole derivative active at low micromolar range against both HCV and BVDV RdRp. Benzimidazole class of compounds were known to bind in the thumb domain of HCV RdRp, but no information regarding the binding of same class of compounds was available in case of BVDV RdRp. We for the first time identified a novel binding site for the binding of Benzimidazole class of compounds in the finger domain of BVDV RdRp. The binding site was found to lie in the entrance to the template channel in BVDV RdRp.

We defined the inventory of interactions established between 227G and HCV and BVDV RdRp. This was done with an aim to apply a structure based strategy to pinpoint possible changes in the compounds aiming at improving its potency.

In this thesis we proposed the probable mechanism of inhibition of 227G in BVDV RdRp, which are all different from the one reported for benzimidazole compounds against HCV RdRp. We showed that the mechanism of inhibition involves different domain in the two RdRps, in BVDV it bind in finger domain while in case of HCV in thumb domain. This lead to our opinion that BVDV could be considered as a predictable surrogate model for HCV only in the case of NIs, since they bind to an evolutionarily conserved portion of the enzyme, which remained unchanged in the flaviviridae RdRp and in other viral polymerases, but despite the promising results obtained with our Benzimidazole, we could not disprove the concept of a limited spectrum of activity for the antiviral therapy.

**Project2): BVDV**

Screening studies have come out with two new series of NNIs, Imidazoquinoline and Pyridozoquinolines as selective and potent inhibitors of BVDV RdRps.

Herein, we applied a combined experimental and molecular modeling strategy to explore the molecular basis of interaction of the PS999 and PS1036 with the BVDV RdRp. Based on the resistant mutations obtained for PS999 and PS1036, Binding site for these compounds, as also is in the case of 227G, were found to be located in the template entrance channel. Binding of different classes of compounds onto the same binding site made it a HOTSPOT for the binding of NNI of different classes in the BVDV RdRp.

Key residues playing pivotal role in binding of the NNIs were identified. Metadynamics was used to identify alternate binding poses other than initial docking pose, as well as detailed undocking pathway was estimated in order to identify key events taking place during the dissociation process. Hypothesis regarding the mechanism of inhibition as well as the mechanism of resistance were put forth by
performing extensive MD simulations. Binding free energies of the NNI-BVDV RdRp complex were calculated which showed similar trend to the corresponding experimental IC50 values for both the complexes. This was an encouraging performance and validate the model of the binding site, given that all molecular modeling studies were performed in the absence of any available crystal structure of the protein in complex with lead compounds. Also, the adopted procedure was able to correctly predict drug binding affinities in the presence of mutated protein residues involved in drug resistance.

**Project: 3(HCV)**

We employed extensive molecular docking and MD simulations in order to identify the putative binding pocket of three new class of compounds (Imidazoquinoline, Pyridoxiquinoline and Phenanthrolines) which are active against HCV RdRp at low micromolar range. Key binding pattern of the compounds in the cavity were identified with an aim of further optimisation of the lead compounds in order to increase their potency. Drug-protein binding affinities for all the three NNI-HCV RdRp system were calculated which were found to be in accordance with the experimental data.

Furthermore, we were also successful in throwing light on the probable mechanism of inhibition of the three compounds reported in this chapter. The results obtained might provide useful hints in guiding the rational design for more selective and potent compounds against HCV RdRp.

Hopefully, the result we have obtained so far will contribute to deciphering the molecular determinants of inhibitor activity and will provide the key to understand the molecular mechanism of inhibition. The final outcome will be a major understanding on how the HCV and BDVV RdRp could be targeted by specific inhibitors, thus allowing a rational (*in silico*) drug design.